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Direct Mapping of RTL Structures In this paper, we present a different approach which directly
onto LUT-Based FPGA’s realizes an RTL data path in terms of FPGA’s with the objective

of minimizing cost or delay. The approach exploits the regularity of

A. R. Naseer, M. Balakrishnan, and Anshul Kumar data path components. It involves dynamically slicing the components

and considering slices of one or more connected components together
for mapping. The main objective of this work is to integrate high-
| AI‘(bStriCtbl—T?fUE’rr)og'emd"]f_ ’&apping sy”thSISizedt RTL Sth(CthfGeZ,O)”t_O level synthesis with FPGA technology mapping. Our approach is
ook-up table -based field programmable gate arrays s) is : ; :
addrespsed in this paper. The kgy gc]iistinctive fgature ofythis work is a fundament_ally different from the prewou_s approaches in the sense
novel approach to perform the mapping by utilizing the iterative nature  that we neither expand the RTL network into a Boolean network nor
of the data path components. The approach exploits the regularity of use module generators. In this process we retain the flexibility and
data path components by slicing the components and mapping slices of generality of the approaches which start from Boolean networks while
one or more connected components together. This is in contrast to other producing results that are comparable or superior to the specialized

FPGA mapping techniques which start from Boolean networks. Both cost .
optimal and delay optimal mappings are supported. The objective in cost module generators. We have named this approach as FAST (an

optimal mapping is to cover a given data path network with minimum ~acronym for FPGA targeted RTL Structure synthesis Technjigue
number of CLB’s. Similarly in delay optimal mapping, the objective isto  FAST forms a backend to a Data path Synthesizer [11] and is
reduce the number of CLB levels in the critical combinational logic paths. integrated into IDEAS [12].

Implementation of these mapping techniques with LUT based FPGA'S s o st of the paper is organized in seven sections. Section I
target technology results in a significant reduction in cost (CLB count) o S . .
and critical path delays (CLB levels). presents the preliminary definitions and terms used in this paper. Cost

and delay models used in the mapping are discussed in Sections llI
and IV. Algorithms for both cost optimal and delay optimal mapping
of RTL structures onto FPGA's are presented in Section V. Examples
illustrating the techniques used are described in Section VI. Results
I. INTRODUCTION of technology mapping on XILINX devices for some high level

s) provide a neSynthesis benchmarks and conclusions are presented in Sections VII
respectively.

Index Terms—Data path, FPGA, look-up table, RTL structure, tech-
nology mapping.

The field programmable gate arrays (FPGA’
approach to application specific integrated circuit (ASIC) implemer’:‘f‘-”d i,
tation that features both large scale integration and user programma-
bility. Short turnaround times and low manufacturing costs have made Il. DEFINITIONS AND TERMINOLOGY
FPG_A technology p°p”'f'” for rapld SVSte”.“ prototyplr_lg and low t,o The input network is a data path RTL structure obtained from
medium-volume production. The increase in complexity of FPGA's | . . : . .

a |;1|gh level synthesizer. This network is represented as a directed

in recent years has made it possible to consider implementation o i .
data paths on FPGA's. graphG(V, E) where each node representst@dulewhich could

. be either a register, a functional unit (such as ALU, Adder) or an
Most of the technology mapping approaches that have been re- . :
\ Interconnection element (such as MUX) and directed edges represent
ported for look-up table (LUT)-based FPGA'’s, start from a Boolean .
onnections between the modules.

network (consisting of basic gates such as AND, OR, efc.). A varie YA cellis an indivisible part of a module that is iterated to form a

of optimization objectives have been addressed in these mappersr:noolule While mapping a module to CLB's, it is divided insices

* minimizing the number of LUT's required to map a circuit, €.9.yhere eactslice is an array of contiguous cells of thatodule A
Chortle-crf [1] and MIS-PGA [2] for combinational circuits, andggne js a set of slices of interconnected nodes which lie on paths
SIS-FPGA [3] for sequential circuits; B converging on a particular node callegexof the cone. It is often

* minimizing the number of LUT's in the critical path, €.9.,56ssible to map such sets of slices forming a cone onto a single
Chortle-d [4] and flowmap [S], or minimizing both configurablec) g A realizablecone is one that fits in a CLB. A cone is said to
logic blocks (CLB) levels and wirelength, e.g., MIS-PGA_delayq simple or compounddepending on whether it contains a single
[6] ?”0_' TechMap-D [7_]_; . ) slice or multiple slices (of different nodes). Note that all slices are

* maximizing the routability of the mapping solutions, e.g., Rmapmplc form of cones.

8] and RFR [9]. Let w(n) andw(s) represent width (i.e., the number of cells) of a

As already mentioned, all these approaches start from a gate leyétien and slices, respectively. In our approach, the slice width is

structure and generate CLB network. In contrast to this, the vendonst decideda priori, rather it is dynamically determined during the
proprietary tools such as XACT/XBLOX [10] offer the possibilitymapping process. We refer to this ssft-slicing Let the maximum
of starting with a structural design consisting of macro cells. Thglice width of a node: which is a realizable cone by itself, be denoted
tools incorporate module generators which can expand and map thegen sw(n).

macro cells to LUT's. Let n;. represent slice of node with width %, then
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« 7o represents a register output node which carries with it all tidow we can quantify the gain due tcompoundcone ¢ as the
outgoing arcs ofr; difference between these two costs:

* ri represents a register input node which carries with it all the
incoming arcs ofr.

Now every directed path from a source node to a sink node isVée define a set of coneS as complete if it covers all the nodes in

cost_gain(c) = CA(c) — CB(c). (20)

d_path. the graph. In this formulation, we consider only those cone sets in
which compoundcones do not overlap.
IIl. CosT MODEL Cost of a cone sef’ denoted byC B _tot is

Let ns(s) denote the corresponding node for a slice CB_tot(C) = Z C'B(e). (11)

Minimum number of instances of slicerequired to coverns(s) e
is given by

wins(s IV. DELAY MODEL
ent(s) = w(ns(s)) . 2 . .
w(s) To analyze delay of a node in gragh we consider the network of

Minimum number of CLB'’s required to realize a nodés given by cells corrgsponding to the RTL component represeqted by thg node
n. We define cellevelgn) to be the number of cells in the critical

w = ent(ny) (3) path in this network. When the RTL components are connected to
form a data path, we need to take into account the direction of signal
wherek is maximum slice width and;, denotes slice of of width .  propagation within the components. For example, signal propagation
As our intention is to minimize the number of CLB’s required tdhrough the cells is from LSB to MSB in case of adders, from MSB
realize the graph, we start with an upper bound on CLB’s requirei®. LSB in case of some comparators and no horizontal chaining of
This can be easily found by adding the minimum number of CLB'eells in multiplexers.
required for realizing each of the nodes in the node set V To facilitate the computation of delays of thiepath containing
different types of nodes, we split the delay of a nodénto two
CLB_upper bound = Z CLB.cnt(n). ) parts: vertical delayd(n) representing the delay of a single cell and
nev horizontal delayhd(n) representing the additional delay encountered
Our algorithm is based on packing slices from multiple nodes intodye to signal propagation within the node as follows:
single CLB. This is achieved by identifyirgpmpoundtones. Further,

CLB_ent(n) = { win)

msw(n)

we consider only those cones which agalizableandbeneficiali.e., vd(n) = Deen(n) (12)
those which reduce the number or the levels of CLB'’s required. _ ([ lcelllevelgn)|
,  Of . hd(n) = ( | ISR 4 ) D) (13)
Let ¢ be a realizable compound cone consisting of slices of nodes msw(n)

which form a set denoted by (¢). Let C'A(c) denote the cost of
realizing the nodes of coneindividually, i.e., usingsimplecones. It

can be computed by simply summing the CEBt of the individual

nodes that make up the cowre

whereD..;1(n) is the cell delay of node which is an integer multiple
of Dcowi,! the delay of a CLB which is nothing but the delay of the
function generators or LUT'’s. It is assumed that the delay from any
input to any output in a CLB is identical and is denotedyr,s. The
CA(c) = Z CLB_cnt(n). (5) two parts of the node delay combine differently when path delays are
nevie) computed.

The slices inc can possibly be of different widths and have 1he minimum delay offp, denoted bymin _de{(dp). is obtained

different ent values. Therefore, in general, the number of instancd¥ @dding the horizontal and vertical parts of the minimum delays of

of conec is given by the minimument of its slices. That is nodes inV (dp) appropriately. All the vertical delays are added un-
conditionally, whereas the horizontal delays are added conditionally,

win cnt(c) = win cnt(s). (6)  depending upon the directions of signal propagation in the adjoining

Let CB(e) d h f lizi h desti ith nodes. Fig. 1 shows an example in which the horizontal delays of
et C'B(c) denote the cost of realizing the nodestitic), wit only nodes 1, 3, and 4 contribute to the path delay
compoundcone ¢ formed. As each cone is realized by a CLB,

min _cnt(c) gives the number of CLB’s realizing cone of type min _deldp) = Z (vd(n) + hd(n) * p(n,dp)) + a(dp) (14)
Due to differences in bit width of nodes as well as slice width of €V (dp)

slices in¢, the nodes may not be covered completelydoynpound . .
< S Y P y P . _where«(dp) represents the sum of the source delay (either the input
cones. The remaining part of nodes are covered by the maximum

X . pad delay or register propagation delay) and the sink delay (either
width slices. the output pad del ister setup time)u, dp) is a 0-1 f
The width of that part ofrns(s) which is not covered by the € oufput pad delay or register setup ime)u, dp) is a 0-1 flag
) . which determines whether the horizontal delay of a neds to be
compoundconec is denoted asncvr w(ns(s)) and is given by . . .
included in thed_path delay computation.
uncor_w(ns(s)) = w(ns(s)) — min _ent(c) * w(s).  (7) A d_path is critical if it has the largestnin _del among all the

Now, the cost of realizing that part ais(s) which is covered d-paths. The critical path delay of a grapf¥ is given by

by slices éimple cones) of widthmsw(ns(s)) is denoted by critical.del(G) = max min _deldp) (15)
cvr_slices(ns(s)) and can be given by dpeDP
uncvr_w(ns(s)) where DP is the set of alld_paths. Let V(C) denote the set of
w (8) nodes whose slices are included incampoundcone C. Due to
differences in widths of slices i, some of the nodes iV (C')
may not be completely covered by that cone. The uncovered parts of

cur_slices(ns(s)) = [

Therefore,C'B(c) is given by

CB(c) = min _cnt(c) + Z cvr slices(ns(s)). 9) 1This is because in some of the components each basic cell may occupy
s€c more than one CLB.
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Fig. 1. (a) A portion of a 6-bit data path. (b) lts cell level structure.

partially covered nodes are considered to be covered by maximwhereAwd is the change in vertical delay amshd is the change in
width slices, formingsimple cones, as described in context of thehorizontal delay in the patty due to covering bgompoundoneC.
cost model [refer to (7) and (8)]. The cones are selected on the basis of their potential gain, given by
Let dp/C denote the portion of the patfp intersected bycom-
poundcone( [i.e., V(dp/c) = V(dp) NV (c)]. . . ,
Let us denote by déip, C'S) the delay of the pathip after conegain(C’) = dpcerition paths delgain(C, dp, ¢).  (20)
selection of cone sé&t'S. Then delay of al_path dp before selecting

any compoundcone is given by V. FAST MAPPING ALGORITHMS

del(dp. ¢) = min del(dp). (16) A Cost Optimal Mapping Algorithm

The algorithm described in Fig. 2 shows the major steps involved
Let delgain(C,dp, C'S) denote the gain in terms of delay reductiorin cost optimal mapping [13] of RTL structure onto FPGA'’s. Step
due to covering of pathip/C' by compoundcone C. This can be 1 computes the CLB upper bound and Step 2 traverses the network
used to update the delay of the path after cone formation as followestid generates cones. We traverse the network backward starting from
sink nodes and generatealizablecones with nonnegative caogain
) by considering various soft slicing options and merging them till no
del(dp,C'S + C) = del(dp, C'S) — delgain(C,dp. C'S)  (17)  more merger is feasible or source nodes are reached. The feasibility
of these cones are checked as they are generated ancealipable
delgain(C, dp, C'S) can be expressed in terms of changes in vertic§'eS are retained. This is described in detail in Section V-C. Step
and horizontal delays alondp due to coneC” 3 finds a cover which minimizes the CLB count. In the pr_esent
implementation we have used a greedy approach for covering the
nodes with the cones.
delgain(C, dp, C'S)

= Z Ad(n,C,CS,dp) — Dorn (18) B. Delay Optimal Mapping Algorithm
n€V(dp/C) The major steps of the algorithm for optimal delay mapping [14]
Ad(n, C,CS, dp) of RTL structures onto FPGA's are described in Fig. 3. In Step 1, for

= Avd(n,C,CS) + Ahd(n,C,CS) - p(n,dp) (19) each node in the graph, we compute thim _del i.e., the number of
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Input : RTL Data path structure 1.Cone_set = ¢
Output : Cost optimal intercomnnected CLB map 2. foralln € V and
i = 1to mswin) do
1. Computation of CLB upper bound 2.1 C={n;}
1.1 for each node n € node set V of graph G 2.2 Cone_set = Cone_set + C
1.1.1 compute (i) msw(n) 2.3 grow_cone(C)
and (ii) CLB_ent(n) procedure grow_cone(C)
1.2 compute C'LB _upper_bound 1.for all u € fanin_set(C) excluding
register o/p’s and primary i/p’s and
2. Realizable Cone generation Jj =1 to msw(u) do
2.1  for all realizable slices s of nodes in V do 1.1 C' = merge(C,u;)
2.1.1 generate all candidate cones with s as apex 1.2 if C'is realizable and bene ficial then
using softslicing 1.2.1 Cone_set = Cone_set + C1
identify realizable cones by decomposition 1.2.2 grow_cone(C*)

compute cost_gain (eqn. 10)

Select realizable cones with cost_gain > 0 Fig. 4. Algorithm for realizable cone generation.

NN N
- e
B wW N

3. Cost Optimal cone cover

, . . in CLB levels (delay) in case of delay optimal mapping and rejects
3.1 Generate complete cone sets with minimum cost

those for which no gain occurs.
Fig. 2. Algorithm for cost optimal mapping of RTL structures onto FPGA’s. During cone generation an important check to be performed is
whether a cone is realizable or not. A CLB is characterized by a
fixed number of inputs, outputs, and flipflops. Eveeglizablecone
should have number of inputs, outputs and flipflops less than or equal
to those present in a CLB. But for realizability this check is not
sufficient because a CLB (unlike an LUT) cannot realize any arbitrary
function of all of its inputs. Therefore, the boolean function of a cone
may have to be decomposed into two or three parts (depending on
the internal structure of the CLB) to be mappable onto a CLB.
Among the decomposition techniques employed by FPGA mapping
systems, Roth—-Karp [15] is the most versatile but suffers from
high computation complexity. The complexity arises due to the
fact that all possible combinations of variables have to be exhaus-
tively checked for decomposition. We have developed heuristics for
fast decomposition [16], which is based on checking some simple
necessary conditions before checking the sufficiency conditions for

Input : RTL Data path structure
Output : Delay optimal interconnected CLB map

1. Computation of Delay upper bound
1.1 for each node n € node set V of graph G
1.1.1 compute (i) msw(n)
(i1) no-of devels(n)
and (iii) min_del(n)
1.2 compute d_path delays
1.3 identify the critical paths
2. Realizable Cone generation
2.1  for all realizable slices s of nodes in V do
2.1.1 generate all candidate cones with s as apezx
using soft_slicing

2.1.2 identify realizable cones by decomposition feasible decomposition. Thus during the decomposition process a
2.1.3 compute cone_gain (eqn. 20) large number of candidate solutions are quickly rejected to achieve
2.1.4 Select realizable cones with cone_gain > 0 a speedup.
3. Delay optimal cone cover Apart from functional decomposition, we also explore splitting of
3.1 Generate complete cone sets which covers the a multi-output node into multiple nodes, each with a single output.
entire network G with minimum delay This sometimes results in packing of a larger slice in a CLB.

Fig. 3. Algorithm for delay optimal mapping of RTL structures onto .
FPGA’s. D. Cost Optimal Cone Cover

A greedy approach is being followed at present for finding a cone

CLB levels required to realize slices in the critical path of the nodeoVer. The procedure actually involves generating several cover sets
Next we determine the_path delays and select set of nodes in th@f cones and finally retaining the best one. It begins by sorting
critical paths. Step 2 generates and identifies realizable and benefiti§! list of cones in the decreasing order of the gain. Initially a
cones similar to algorithm FASTMAP using (20) to compute delay COVer set containing the first cone of the cdis¢ is formed and

gain of a cone. In Step 3, a cover is found which minimizes the cL#e¢ CLB.upperbound is taken as the optimal cost for covering the
levels or delay in the critical path. entire network. Next each cone other than the first cone is taken

from the condist and checked to see whether it overlaps with the

cover sets already generated. If the cone overlaps with all the cover

. . ) ) - . sets already generated, it creates a new cover set with this cone.
Th(_areallzablc_a cone generatioalgorithm is shown in Fig. 4. This Otherwise, it is added to all the nonoverlapping cover sets and optimal

a'g‘?”‘hm pon5|d_ers each_node f“?m the nodes-oéind g_enerate_s cost of realizing the network is made equal to the minimum of

vs_mable-W|dth slices of width varying from one to maximum S“CGCLB_uppeLbound and cost of newly formed complete cover sets.

W|dt_h and checks Whet_her ea_ch slice of that node can be mt_arged "‘Aﬂ’cover sets exceeding this optimal cost are rejected.

a slice of the node at its fanin to form a cone. If the resulting cone

is realizable and beneficial,then starting with this newly generated )

cone, it further checks whether it can be merged with slices of tfe Delay Optimal Cone Cover

node at its fanin. This process is repeated until no more slices carPresently a greedy approach is being followed for delay cone cover

be packed into the cone. For each cone generated, it computesatavell. We start by choosing a cone from the seberfieficialcones

reduction in CLB count in case of cost optimal mapping and reductigenerated in Step 2 (Fig. 3), which reduces the longest path delay

C. Realizable Cone Generation
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by maximum value while covering uncovered or partially covered rgaot rgbot
nodes. We update delays on all the paths which contain the nodes
forming this selected cone. Next, we determine the new critical path
in the updated graph. This process of choosingetay beneficial
cone, updating the path delays and determining the new critical path
is repeated until all the nodes in the graph are completely covered.

VI. |LLUSTRATIVE EXAMPLES

A. Cost Optimal Mapping Example

We illustrate the cost optimal mapping technique using a RTL
structure obtained from IDEAS Data Part Synthesizer [11] which
takes a behavioral description of greatest common divisor (GCD)
high-level synthesis benchmark as input. Fig. 5(a) shows the GCD
RTL structure, and Fig. 5(b) gives the CLB map of this structure for
XILINX XC3000.2 In Fig. 5(b) the dotted rectangles enclosing the
nodes indicate that they can be realized using single CLB’s and the
number in the small square box associated with each node indicates
the width of the slice of that node packed in a CLB.

We traverse the GCD network starting from a register negm
and generate realizable cones by mergiega with slices of nodes
at its fanin, i.e.,muxa Table | shows the realizable cones rooted at
rega slices of nodes associated with these cones and CLB count.

It is evident from the table that cong,, is most beneficial as it
requires only eight CLB’s, whereds; andCs> consume 16 and 12 z eout gout sout
CLB's, respectively, and hence the latter are rejected. @

Starting with this newly generated cor&., we further check
whether it can be merged with the slices of the nodes at its fanin. rgaot rgbot
Since no further merger is possible, this cone is added to the cone
list. As it can be seen from the figure, a one-bit slice ofahenode
has four inputs and two outputs and it cannot be merged with any
other node and hence it forms a separate cone. Similarly, traversing
the network fromregb toward the primary inputs generates the next
beneficial cone containing two-bit slices i&gh and muxb Next the x
traversal is continued from primary outputs toward register inputs.
The comparator nodemphas five inputs and three outputs and cannot
be realized by a CLB, and hence it is decomposed into three subnodes,
one-bit slices of first two nodes occupy a single CLB whereas two-bit
slices of the third node get mapped onto one CLB.

regbot

muxbsl

B. Delay Optimal Mapping Example

For illustration purpose, we consider a portion of the critical
path dp; node set from AR-filter data path example comprising
three nodes, nodd (16-bit Adder), nodeB (two-input 16-bit wide
MUX), and nodeC' (16-bit register) as shown in Fig. 6(a). Node
has 16 one-bit slices in its critical path, whereas nalendC' have
single one-bit slice in their respective critical paths. In the case of
mapping of this part of the structure onto XC3000 type CLB’s, one-
bit slice of nodeA requires a CLB whereas two-bit slices of nodes
B andC each require a CLB, if considered individually. Or in other
words, we can say that cdBvelg A) = 16, cell_level§{B) = 1 and
celllevelg C) = 1. Therefore,vd(A) = 1,hd(A) = 15;vd(B) = p

eout gout sout
1,hd(B) = 0,vd(C) = 1 and hd(C') = 0. Now, the delay of the )
pathdp, is given bymin _dekdp,) = 3+ 15 = 18« Dcrg. As node
A is a multi-output node which cannot be combined with any othé&ig. 5. RTL structure and CLB map for GCD example.
nodes at its fanout, it is split into suf 1) and carry generatdr42)
nodes as show_n in Fig. 6(b). At nodkl, after cone gepera}tion, We o coneA.,., conegain A.,) = 2 and delgain( A., . dp:) = 2. From
have three choices of conds,, A., andA., as shown in Fig. 6(c). . 2
For coneA.., conegain 4., ) = 0 and delgain( A, dp;) = 0; for the \{alues of delay ga.ln.s for cones_at notle it is cle_a.r that cone
coneA., , conegain(A,,) = 1 and delgain A, , dp;) = 1; whereas A., is the most beneficial cone as it reduces the critical path delay
from 18 to 16 CLB levels. The number of CLB’s required to cover
2A CLB in XC3000 has five inputs and two outputs. these nodes in this case is 32, whereas cost optimal mapping on this

—_— —]— ——
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Fig. 6. (a) A critical path node set. (b) Cone choices at node A
TABLE | benchmarks containing multipliers, we have assumedtitipliers
PARTIAL CONE LisT are external to the design and are realized separatelyXC4000
Cone | STice szos [ CLB Count device CLB’s contain internal carry logic apart from the LUT’s and
Cu | rega: 1-bit 1 muxa: 1-bit 16 flip-flops. We have accounted for these features in our CLB model
Co1 | rega: 2-bit + muxa: 1-bit 12 in order to compare our results with XACT and XBLOX.
Cay | rega: 2-bit + muxa: 2-bit 8

A. Cost Optimal Mapping Results
structure would have resulted in a CLB count of 24 CLB’s with path Results from FAST,CMAP are shown in Table 1l which lists the
delay of 17 CLB levels. total number of CLB’s required by FAST, XACTand XBLOX*
for realizing the network after the mapping process. Table Il also
indicates the complexity of the datapath as it shows the set of RTL
VII. RESULTS AND DISCUSSION components in each case. The cost optimal mapping technique results
. in a CLB count reduction of upto 16.7% over XACT and upto 11.8%
The programs for cost optimalFAST.CMAP) and delay op- ,yer XBLOX.
timal (FAST.DMAP) mappings have been implemented on SUN

workstation. Results for the mapping of several RTL structures

corresponding to high-level synthesis benchmarks [17] onto XC20003XACT is a proprietary product of XILINX and interfaces with a schematic

XC3000, and XC4000 devices using these programs and comparisapture tool for mapping onto XILINX devices.
with XILINX proprietary tools are reported in Tables II-IV. For

4XBLOX is a product from XILINX and supports MSI level module library.
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TABLE 1l
ResuLTs oF CosT OPTIMAL MAPPING
HLS Benchmark GCD Diff eqn | AR filter | Elliptic | Tseng
Allocation 1 ALU 1 ALU 2.ALU 1 ALU |} 2 ALU
1 Comp 2 Comp
3 Reg 6 Reg 5 Reg 12 Reg | 17 Reg
2 Mux 8 Mux 8 Mux 11 Mux | 18 Mux
FPGA I Mapper Total # of CLBs for HLS Benchmarks
XC2000 FAST 96 320 240 656 630
XACT 104 338 264 688 662
% Reduc. 7.7 5.3 9.1 4.7 4.8
XC3000 FAST 56 160 120 328 317
XACT 62 168 126 344 328
% Reduc. 9.7 4.8 4.8 4.7 3.6
XC4000 FAST 40 120 104 256 294
XACT 48 142 113 278 316
% Reduc. 16.7 15.5 8.0 7.9 7.0
XBLOX 40 136 104 272 304
% Reduc. 0.0 11.8 0 5.9 3.3
TABLE 11l
RESULTS OF DELAY OPTIMAL MAPPING. SIMPLE VERSUS COMPOUND MAPPING
Bench- Allocation FPGA CLB Count Critical Path Delay
mark device | simple | eomp. | simple comp.
example family Map Map Map Map
GCD XC2000 160 80 18 17
{lalu, lemp} | XC3000 80 56 18 16
XC4000 72 48 10 9
{1+,1 <, XC2000 468 324 19 18
2%,1-} XC3000 282 210 19 17
Diff_eqn XC4000 234 178 11 9
{1+,7<, | XC2000 | 432 320 22 20
1%,1-} XC3000 280 216 22 19
XC4000 200 152 14 11
XC2000 784 576 22 20
{3+, 2%} XC3000 504 360 22 19
Elliptic XC4000 352 280 14 11
Filter XC2000 688 544 22 21
{3+, 1%} XC3000 440 328 22 20
XC4000 320 272 14 12
X (2000 688 496 23 20
{2+, 1x} XC3000 424 336 23 19
XC4000 296 232 15 11
XC2000 752 512 21 20
{2+, 4%} XC3000 480 336 21 18
AR filter XC4000 320 256 13 10
XC2000 672 448 22 20
{14,2+} [ XC3000 | 400 280 22 18
X (4000 206 228 14 11
XC2000 544 368 21 20
{1+,1x} [XC3000 | 312 224 21 8
XC4000 256 176 13 9
TABLE IV
REsuLTS OF DELAY OPTIMAL MAPPING. FAST VERSUSXBLOX M APPING
Benchmark Allocation CLB Count CLB Levels
example FAST | XBLOX | FAST ] XBLOX
GCD {lalu, lcmp} 48 39 9 12
Diff egn 1+,1 <, 2%,1-} 178 174 9 11
1+,1 <, 1,1} 152 178 11 13
Elliptic 34, 2x 280 334 11 14
Filter 34,1+ 272 292 12 13
{2+4,1*} 232 272 11 13
{2+, 4*} 256 298 10 11
AR filter {1+,2x} 228 264 11 12
{1+,1x} 176 220 9 10
Average % Reduc. 12 14.7

B. Delay Optimal Mapping Results

Delay optimal mapping of four RTL structures synthesized with
different operator allocations have been performed and results are
reported in Table Ill. The allocation used in each example is listed
in the second column of the table. The CLB count and critical path
delays obtained usingimple and compoundmappings are given in
the last four columns of the table. It is evident from the table that the
delay optimal mapping technique using compound cones results in a
substantial reduction in CLB count as well as in the CLB levels in
the critical path as compared to mapping with simple cones. These
structures have also been mapped using XBLOX to XC4000 devices
and results are compared in Table IV. Our techniques result in an
average reduction of 12.0% in CLB count and 14.7% in critical path
CLB levels.

VIIL.

To conclude, we have presented approaches for cost optimal
and delay optimal mapping of RTL structures onto FPGA'’s. To
the best of our knowledge, this is the first attempt to map RTL
structures directly onto FPGA'’s. The techniques are primarily meant
for realizing data path and effectively utilize iterative structure of
the data path components. The slices of connected components are
generated and are called cones which are mapped onto CLB'’s. The
approach is flexible and can handle various families of XILINX
FPGA's. Results on many examples show its effectiveness in both
cost and delay reduction. Further, the synthesized CLB boundaries
correspond to RTL component boundaries which can be helpful in
handling testability and ease delay simulation.

Our technique handles mapping starting from RTL structures and
does not require expanding it to the gate level. As a result the data
size required to be handled is relatively small. A benefit of this is that
our algorithms can easily generate good quality solutions. The delay
modeling is restricted to CLB levels and does not take into account
either the interconnection delays or the variations in delays between
various CLB input—output pairs.

C ONCLUSION
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Model for the Short-Channel MOSFET with the effect of velocity saturation implicitly retained. As with the
] . conductance model, both short- and long-channel behavior is included
Raymond S. Winton and William R. Bandy in a manner consistent with physical operation, as characterized by

conventional device measurements and parameters.
i . . . The key feature of the charge/capacitance model is that, unlike
Abstract—A charge/capacitance model of a simple form that is contin- traditi | hes to MOSFET deling in which th ducti

uous across the linear and saturation regimes is developed. The model raci |0na_ approac esto . modeling in whic € conduction
is based on a conductance analysis of the MOSFET which incorporates Characteristics of the device are developed from a charge-control
velocity saturation at a first-principles level [1]. By relating charge layers analysis, it reverses the process and develops the charge-control
within the device to characteristics of the conductance, the charge model hehavior from the conduction model. The advantage of this approach
not only is able to characterizeC-V behavior but to also incorporate is that it yields a self-consistent method for including velocity

velocity saturation. Since the basic conductance form is a hyperbola, the Lo -
model is mathematically simple and robust and yields MOSFET capaci- Saturation in both conduction and charge models of the MOSFET.

tances and charges which are continuous and of infinite differentiability

over the linear and saturation regimes of device operation.
9 P Il. THE CHARGE/CAPACITANCE MODEL

Index Terms—MOS charge/capacitance modeling, MOS device model-

ing At any point within the channel the charge controlled by the gate

field consists of two components [14], [15]: 1) a channel inversion
layergc and 2) a depletion layers. For normal operating conditions,
I. INTRODUCTION with the device in a conducting state, the density of these charge

Simulation of MOS very large scale integration (VLSI) circuitd2@Yers €ach varies monotonically from source to drain, with the
requires that the MOS device have a model for the charge/capacitafit@dnitude ofy; decreasing and that afs increasing.
characteristics that makes use of parameters and physical basi/hen the MOSFET is called in a circuit simulation process, the
consistent with the conduction model. This is often not an ealfjfegral of charge controlled by each terminal is used to evaluate the
task when the conduction characteristics are not linearly related¥Vice response. In the conducting state the integrals of the layers
charge, as in the case of the short-channel MOS transistor. In additiff}f, 7¢ and ¢s, respectively, are

conditions for robust circuit simulation demand: 1) mathematical -L

simplicity, 2) accuracy, and 3) physical basis. This paper describes a Qo =W / qo dy (1a)

new approach and a new MOSFET charge/capacitance model that O_L

meets these conditions, developed from a continuous hyperbolic Q=W / qn dy. (1b)
0

conductance model form [1].

) ) ) The total charge controlled by the gat@;, is the sum ofQ«
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