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ABSTRACT

The viscous Burgers equation ut + uux = νuxx, is a nonlinear partial dif-

ferential equation, named after the great physicist Johannes Martinus Burgers

(1895-1981). This equation can be linearized to the heat equation through Cole-

Hopf transformation. First, we study asymptotic behavior of solutions to an initial

value problem posed for heat equation. For which, we construct an approximate

solution to the initial value problem in terms of derivatives of Gaussian by incor-

porating the moments of initial function. Spatial shifts are introduced into the

leading order term as well as penultimate term of the approximation. We extend

these results to observe asymptotic behavior of solutions to the viscous Burgers

equation.

Secondly, we deal with a forced Burgers equation (FBE) subject to the initial

function, which is continuous and summable on R. Large time asymptotic behav-

ior of solutions to the FBE is determined with precise error estimates. To achieve

this, we construct solutions for the FBE with a different initial class of functions

using the method of separation of variables and Cole-Hopf like transformation.

These solutions are constructed in terms of Hermite polynomials with the help of

similarity variables. The constructed solutions would help us to pick up an asymp-

totic approximation and to show that the magnitude of the difference function of

the true and approximate solutions decays algebraically to zero for large time.

Keywords : Diffusion equation; Burgers equation ; Forced Burgers equation ;

Cole-Hopf transformation ; Large time asymptotics.
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Chapter 1

General Introduction

The viscous Burgers equation is a second order, non-linear and parabolic partial

differential equation of the form

ut + uux = νuxx, x ∈ R, t > 0, (1.0.1)

where ν > 0 is the coefficient of viscosity and u := u(x, t) is the velocity of fluid.

This equation was named after the great physicist Johannes Martinus Burgers

(1895-1981). Bateman (1915) first introduced the equation (1.0.1) in a physical

context. Subsequently, Burgers (1948) studied this equation primarily to shed light

on the study of turbulence described by the interaction of two opposite effects of

nonlinear convection and linear diffusion. Equation (1.0.1) received considerable

study because it is one of the simplest examples of nonlinear partial differential

equations having diffusion and nonlinear convection terms. If the coefficient of

viscosity ν = 0, then (1.0.1) becomes

ut + uux = 0, x ∈ R, t > 0, (1.0.2)

which is a first order hyperbolic partial differential equation and is known as the

inviscid Burgers equation.

Burgers equation arises in many physical applications such as modeling traffic

flow, fluid flow in certain conditions, magneto-hydrodynamics, sound waves in a

viscous medium, shock waves in a viscous medium and waves in fluid-filled viscous

elastic tubes (cf.(Whitham, 1974)). Due to huge applications in various fields, this
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equation has attracted several researchers, both mathematicians and engineers to

study its properties by using various analytical as well as numerical techniques.

This equation is also used for testing and comparing the accuracy of numerical

techniques as it has solutions for a huge class of initial data (see (Fletcher, 1982)).

Benton and Platzman (1972) listed out 35 distinct solutions to the initial value

problem for Burgers equation in the infinite domain as well as two other solutions

for the initial and boundary value problem in the finite domain.

1.1 Two simple applications of Burgers equation

Burgers equation often appears as a simplification of more complex and sophis-

ticated model. Hence it is thought as a tool to understand some of the inside

behavior of the general problem. Here we will present two cases, where Burgers

equation appears as a model equation.

1.1.1 Simplification of Navier-Stokes equations

Consider the Navier-Stokes equations8><>:∇.v = 0,

ρvt + ρv · (∇v) +∇p− ν∇2v = 0.
(1.1.3)

It is well known that, if ρ is considered to be the density, p the pressure, v the

velocity and ν the viscosity of a fluid, then (1.1.3) describe the dynamics of a

divergence free, incompressible (ρt = 0) flow where gravitational effects are negli-

gible.

Rewriting the second equation in (1.1.3) for the x-component of velocity vector,

which we call vx, we get

ρ
∂vx

∂t
+ρvx

∂vx

∂x
+ρvy

∂vx

∂y
+ρvz

∂vx

∂z
+
∂p

∂x
−ν

�
∂2vx

∂x2
+
∂2vx

∂y2
+
∂2vx

∂z2

�
= 0. (1.1.4)

If we consider a one-dimensional problem with no pressure gradient, then the

above equation reduces to

ρ
∂vx

∂t
+ ρvx

∂vx

∂x
− ν

�
∂2vx

∂x2

�
= 0.
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If we use u in place of vx and take ε to be kinematic viscosity, i.e ε =
ν

ρ
, then the

last equation becomes the viscous Burgers equation as it has been presented in

(1.0.1), i.e.,

ut + uux = εuxx, x ∈ R, t > 0.

For further details one can see (Ames, 1965).

1.1.2 Traffic flow problem

Consider a street starting at a point x1 and ending at a point x2 . Let u(x, t) be

the density of cars at a point x ∈ [x1, x2] and at time t > 0. Therefore, the total

number of cars between points x1 and x2 at time t can be represented by

Z x2

x1
u(x, t)dx. (1.1.5)

Now the rate of change in the number of cars between points x1 and x2 at time t

is given by

d

dt

Z x2

x1
u(x, t)dx = f(u(x1, t))− f(u(x2, t)), (1.1.6)

where f represents the flow rate onto and off the street. Assuming u and f to be

continuously differentiable functions, we see that

Z x2

x1
ut(x, t)dx = −

Z x2

x1
(f(u))xdx. (1.1.7)

Therefore, we can say that the density of cars at point x and at time t satisfies

the partial differential equation

ut + (f(u))x = 0. (1.1.8)

If the flow rate is defined by the function f(u) =
u2

2
, then we get

ut + uux = 0, (1.1.9)

which is the inviscid Burgers equation. For further details one can see (Knobel,

2000).
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1.2 Cauchy problem for the viscous Burgers equa-

tion

The Cauchy problem or the initial value problem for the viscous Burgers equation

is given by

ut + uux = νuxx, x ∈ R, t > 0, (1.2.10)

u(x, 0) = u0(x), x ∈ R, (1.2.11)

where u0 is a given function. It is known that the Cauchy problem (1.2.10)-(1.2.11)

is reduced to the Cauchy problem for the heat equation

φt = νφxx, x ∈ R, t > 0, (1.2.12)

φ(x, 0) = exp
�
− 1

2ν

Z x

0
u0(y)dy

�
=: φ0(x), x ∈ R, (1.2.13)

by using Cole-Hopf transformation discovered independently by Hopf (1950) and

Cole (1951), which is

φ(x, t) = exp
�
− 1

2ν

Z x

0
u(y, t)dy

�
. (1.2.14)

It is to be noted that one may even take the lower limit of the integral in right

hand side of (1.2.14) to be any real number or −∞. It is well known that the

solution for the Cauchy problem (1.2.12)-(1.2.13) is given by (see Theorem 1.3.1)

φ(x, t) =
1√

4πνt

Z ∞
−∞

e−
(x−y)2

4νt φ0(y)dy, (1.2.15)

for the initial data satisfying either φ0 ∈ C(R)∩L∞(R) or φ0 ∈ L1(R). Assuming

that the initial data u0(x) is integrable in every finite x-interval andZ x

0
u0(y)dy = o(x2), for large |x|,

Hopf (1950) derived explicit solution u(x, t) as follows:

u(x, t) = −2ν
φx(x, t)

φ(x, t)

=

Z ∞
−∞

x− y
t

e−
(x−y)2

4νt φ0(y)dyZ ∞
−∞

e−
(x−y)2

4νt φ0(y)dy
. (1.2.16)
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Further, Hopf studied the behavior of the solution u(x, t) of (1.2.10)-(1.2.11) in

two ways:

1. The behavior of the solution as t→∞ while the viscosity ν stays constant.

2. The behavior of the solution as ν → 0 while keeping x and t are fixed.

After the discovery of Cole-Hopf transformation and this remarkable work by

Hopf, many researchers started studying the higher order asymptotics for solutions

of Burgers equation and its generalization. The motivation to study the large time

asymptotic behavior of solutions to Burgers equation (1.2.10) is as follows:

Though the exact solution (1.2.15) of (1.2.12)-(1.2.13) is explicitly available, but

for most of the initial data (1.2.13), the evaluation of the integral involved in

(1.2.15) is tedious. Hence one has to look for either numerics or asymptotic anal-

ysis. Further, to obtain the solution of the Cauchy problem for Burgers equation

(1.2.10)-(1.2.11), one can imagine the difficulty in evaluating the integrals involved

in numerator and denominator of (1.2.16).

Zingano (2005) computed the limit

lim
t→∞

t
1
2(1− 1

p) ‖u(·, t)‖p , 1 6 p 6∞,

for solution u(·, t) of the generalized Burgers equation

ut + aux + buux = cuxx

where a, b, c > 0 are real constants, subject to the initial data u0 ∈ L1(R).

Kloosterziel (1990) studied the large time asymptotic behavior of a Cauchy prob-

lem for the heat equation (1.2.12) by expanding its solution in terms of self-similar

solutions for heat equation that form a basis for L2(R, e 1
2
x2). He assumed the ini-

tial data to be a square integrable function with respect to the exponentially

growing weight functions e
1
2
x2 , which allowed to represent the initial data as the

linear combination of these similarity solutions. This approach revealed the large

time behavior very quickly. In the large time asymptotic study for heat equation

(1.2.12) done by Duoandikoetxea and Zuazua (1992), they considered an approx-

imation to the solution φ of the Cauchy problem (1.2.12)-(1.2.13) which is of the
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form (the original multi-dimensional form is written in one-dimensional form)

ψ2k(x, t) =
2k−1X
j=0

(−1)j

j!
Mj∂

j
xGt(x),

where Gt(x) =
1√
4πt

e−
x2

4t is the heat kernel,Mj is the j-th moment of initial data

φ0 and ∂jx is the j-th partial derivative with respect to x. They showed that ψ2k

converges to the solution φ with a convergence order O(t
1
2p
− 2k+1

2 ) as t → ∞ with

respect to Lp-norm for 1 6 p 6 ∞. Witelski and Bernoff (1998) investigated the

self-similar asymptotics for linear heat equation and its nonlinear generalization,

the porous medium equation. By assuming the initial data to be non-negative,

integrable, compactly supported, they introduced total mass, center of mass (space

shift) and variance (time shift) in the self similar solutions to obtain large time

asymptotics. Kim and Ni (2009) used the theory of truncated moment problem

to prove the existence and the uniqueness of ρi’s and ci’s that solve

lim
t→0

Z
R
xjφn(x, t)dx = γj, j = 0, 1, · · · , 2n− 1,

where γj =
Z
R
xjφ0(x)dx and

φn(x, t) =
nX
i=1

ρi√
4πt

e−
(x−ci)

2

4t ,

is the approximation for the solution φ(x, t) of (1.2.12)-(1.2.13) with φ0 satisfying

x2nφ0(x) ∈ L1(R) and φ0 > 0. In this way, they made the first 2n initial moments

of φn to agree with those of φ. This agreement of the moments led them to obtain

the same convergence order as obtained by Duoandikoetxea and Zuazua (1992).

Kim (2011) developed a theory to generalize the truncated moment problem dis-

cussed in (Kim and Ni, 2009) to a complex measure space, which allowed to drop

the positivity restriction of the initial data that was assumed in (Kim and Ni,

2009). He took

ϕn(x, t) = Re

�
nX
i=1

ρiÈ
4π(t+ t0)

e
− (x−ci)

2

4(t+t0)

�
, t > 0, x ∈ R,

to approximate the solution φ(x, t) of (1.2.12)-(1.2.13). As an application of gen-

eralized truncated moment problem he showed that φ(x, t) and ϕn(x, t) share the
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same moments upto order 2n− 1 all the time by assuming x2nφ0(x) ∈ L1(R) and

φ0 is bounded on R.

Grundy (1983) studied the large time asymptotic behavior of solutions to a

non-linear convective diffusion equation

ut − (un)x = (um)xx, x ∈ R, t > 0, (1.2.17)

subject to the initial data with compact support. It is to be noted that equation

(1.2.17) is a generalization of the Burgers equation to non-linear diffusion. Kim

and Tzavaras (2001) studied the effect of viscosity on the large time behavior of

viscous Burgers equation. They derived the solution explicitly in terms of Hermite

polynomials by using Cole-Hopf like transformation, which works for both zero

mass as well as non zero mass initial profiles. Kim and Ni (2002) studied the

large time asymptotic behavior of solution to (1.2.10)-(1.2.11) by assuming the

initial data u0 to be continuous with a compact support and sign changing. They

used the Cole-Hopf transformation to reduce the viscous Burgers equation (1.2.10)

to linear heat equation (1.2.12) and first they studied the asymptotics for heat

equation by taking an approximation which is a heat kernel having a space shift

and the strength given by total mass of the initial data. They proved that this

approximation converges to the true solution with an order O(t
1
2p
− 3

2 ) as t → ∞

in Lp-norm, for 1 6 p 6 ∞. These results obtained for heat equation are then

converted to observe the asymptotics for Burgers equation. Miller and Bernoff

(2003) constructed asymptotic approximate solution for the Cauchy problem for

Burgers equation (1.2.10)-(1.2.11), with non-negative initial data u0 which satisfiesZ
R
|x3u0(x)|dx <∞, and 0 <

Z
R
u0(x)dx <∞.

The construction mainly depended on the agreement of first three initial mo-

ments of approximate solution to those of true solution of relevant heat equation

(1.2.12). Further, they estimated that their approximate solution differs from the

true solution by an error whose Lp-norm is of order O(t
1
2p
−2) as t → ∞, where

1 6 p 6 ∞. This work was an improvement over the work of Chern and Liu

(1987) by a factor of 1
t
. Rao and Satyanarayana (2010) considered the viscous
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Burgers equation (1.2.10) subject to the initial data, which is continuous, non-

negative and square integrable function with respect to the exponentially growing

weight functions e
1
2
x2 on R. By following the approach of Kloosterziel (1990) they

constructed single hump solutions in terms of the self similar solutions of heat

equation. Later they compared their constructed solutions with the asymptotic

solution of Miller and Bernoff (2003). Chung et al. (2010) introduced an asymp-

totic approximate solution for Burgers equation with a bounded initial value u0

such that x2nu0(x) ∈ L1(R), by taking the inverse of Cole-Hopf transformation of

a summation of n heat kernels. And they showed that k-th order moments of the

exact and the approximate solution are contracting with an order O((
√
t)k−2n−1+ 1

p )

as t→∞ in Lp-norm, for 1 6 p 6∞. To obtain higher order asymptotic behav-

ior for Burgers equation, Yanagisawa (2007) proposed an asymptotic approximate

solution to the relevant heat equation which is a combination of k+ 1 terms, each

having derivative of heat kernel multiplied by the moment of the initial data. They

introduced space shift and time shift in the leading order term of the approximate

solution to precisely capture the effect of initial data on the long time behavior of

the true solution. They proved that, as t→∞, the proposed asymptotic approxi-

mate solution converges to the true solution with an order O(t
1
2p
−2− k

2 ) when time

shift is positive and with order O(t
1
2p
− 3

2
− k

2 ) when time shift is zero in Lp-norm,

1 6 p 6∞.

The general forced Burgers equation is given by

ut + uux = νuxx + f(x, t), x ∈ R, t > 0, (1.2.18)

where the function f(x, t) is known as the forcing term. In recent decades, equation

(1.2.18) has attracted much interest due to the work of Polyakov (1995). We refer

to ((Xu et al., 2007) and the references there in) for various applications of (1.2.18).

Ding et al. (2001) considered a forced Burgers equation, where the forcing term is

only a function of x, given by

ut + uux = νuxx + kx, x ∈ R, t > 0, (1.2.19)

with the initial data

u(x, 0) = u0(x), x ∈ R, (1.2.20)
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where ν and k are positive constants. When k = 0, (1.2.19) is the well known

Burgers equation (1.2.10). By assuming that u0 ∈ L1
loc(R) and

R x u0(r)dr = o(x2)

as |x| → ∞, they used Cole-Hopf transformation to reduce (1.2.19) to a linear

partial differential equation

φt = νφxx −
x2

ν
φ, x ∈ R, t > 0. (1.2.21)

By obtaining the solution of (1.2.21) in terms of Hermite polynomials, they studied

the large time asymptotic behavior for (1.2.19) under the Cole-Hopf transforma-

tion. Bec and Khanin (2003) studied a forced Burgers equation in an unbounded

domain. Eule and Friedrich (2006) solved a Cauchy problem for

ut + uux = νuxx +G(t)x, x ∈ R, t > 0, (1.2.22)

by assuming G(t) to be a white noise force. Here, it is to be observed that

the forcing term is linear in spatial coordinates. Xu et al. (2007) considered a

generalization of (1.2.18), namely,

ut + a(x, t)uux + b(x, t)uxx = f(x, t), (1.2.23)

where a(x, t), b(x, t) and f(x, t) are all real functions of x and t. To linearize

(1.2.23) to the heat equation, they proposed a generalized Cole-Hopf transforma-

tion of the form

u(x, t) = α(x, t)
φξ(ξ, τ)

φ(ξ, τ)
+ β(x, t), ξ = ξ(x, t), τ = τ(t), (1.2.24)

where α(x, t) 6= 0, ξ 6= 0, and the determination of α(x, t), β(x, t), ξ(x, t) and τ(t) is

based on certain constraints on a(x, t), b(x, t) and f(x, t). Salas (2010) transformed

a generalized Burgers equation of the form

ut + αuux + βuxx = G(t)x, (1.2.25)

to the standard heat equation by constructing a generalized Cole-Hopf transfor-

mation. They gave the exact solutions for (1.2.25) by travelling wave method.

Rao and Yadav (2010a) studied the large time behavior for the forced Burgers

equation (1.2.19) subject to the initial data u0 that is bounded and compactly

9



supported. For which, they used Cole-Hopf transformation to linearize (1.2.19),

and then a transformation to reduce that linearized equation to heat equation.

Following the approach of Kloosterziel (1990), they constructed self similar so-

lution to (1.2.19) which revealed the large time behavior very quickly. Rao and

Yadav (2010c) studied the forced Burgers equation which is a generalization of

(1.2.19), given by

ut + uux = uxx +
kx

(2βt+ 1)2
, x ∈ R, t > 0, (1.2.26)

subject to the initial data u0 satisfying

exp
�
−1

2

Z x

u0(y)dy
�
∈ L2(R, e

βx2

2 ).

By making use of Cole-Hopf transformation, they reduced (1.2.26) to a linear

partial differential equation

φt = φxx −
kx2

4(2βt+ 1)2
. (1.2.27)

They constructed a family of self-similar solutions to (1.2.27) which forms an or-

thonormal basis for L2(R, e
βx2

2 ) at t = 0. They represented solution φ in terms

of family of self-similar solutions. Under the Cole-Hopf transformation they ob-

tained solution u from φ and investigated the large time behavior. Since the work

of Rao and Yadav (2010c) supports only unbounded initial profiles, Rao and Ya-

dav (2010b) considered the same equation (1.2.26) with bounded and compactly

supported initial profiles. Yadav (2013) obtained explicit solutions of a system

of forced Burgers equations subject to some classes of bounded and compactly

supported initial data and also subject to certain unbounded initial data.

1.3 Preliminaries

We use the following notations for spaces in the thesis.

1. C(R) denotes the space of all continuous functions f : R→ R.

2. C∞(R) denotes the space of infinitely differentiable functions f : R→ R.

10



3. Lp(R) for 1 6 p < ∞, denotes the space of all functions f : R → R that

satisfy

‖f‖Lp(R) :=
�Z

R
|f(x)|pdx

� 1
p

<∞.

4. L∞(R) denotes the space of all functions f : R→ R that satisfy

‖f‖L∞(R) := ess sup
x∈R

|f(x)| <∞.

5. L2(R, e 1
2
x2) denotes the space of all functions f : R→ R that satisfy�Z

R
e

1
2
x2(f(x))2dx

� 1
2

<∞.

6. Let Ω ⊂ R is open, L1
loc(Ω) denotes the space of all functions f : Ω → R

that satisfy Z
K
f(x)dx <∞ for every compact set K ⊆ Ω.

The following definitions, lemma and theorem can be found in (Titchmarsh,

1986), (Kesavan, 1989), (Evans, 1998) and (Stavroulakis and Tersian, 2004).

Theorem 1.3.1. Assume φ0 ∈ C(R) ∩ L∞(R) and φ(x, t) is defined by

φ(x, t) =
1√

4πνt

Z ∞
−∞

e−
(x−y)2

4νt φ0(y)dy.

Then

1. φ ∈ C∞(R× (0,∞)),

2. φt = νφxx, x ∈ R, t > 0, and

3. lim
(x,t)→(x0,0)

φ(x, t) = φ0(x0) for each x0 ∈ R.

Definition 1.3.2. Big-oh notation: We write f = O(g) as x→ x0, provided

that there exists a constant C such that

|f(x)| 6 C|g(x)|,

for all x sufficiently close to x0.

11



Definition 1.3.3. Little-oh notation: We write f = o(g) as x→ x0, provided

lim
x→x0

|f(x)|
|g(x)|

= 0.

Definition 1.3.4. The j-th moment of any function f , where j > 0 is an

integer, is defined as Z
R
xjf(x)dx.

Lemma 1.3.5. Suppose that (1 + |x|)kf ∈ L1(R). Then the equalityZ x0

−∞

�Z x1

−∞
· · ·

Z xk−1

−∞

�Z xk

−∞
f(xk+1)dxk+1

�
dxk · · ·

�
dx1

=
kX
j=0

(−1)k−j

k!
Mk−j(x0)

k! xj0
j! (k − j)!

,

holds with Mj(x) =
R x
−∞ y

jf(y)dy. Here j and k are non negative integers.

Definition 1.3.6. Rodrigues formula for nth-degree Hermite polynomial is

defined as

Hn(x) = (−1)nex
2 dn

dxn
e−x

2

.

Definition 1.3.7. Holder’s inequality: Assume 1 6 p , q 6 ∞, 1
p

+ 1
q

= 1.

Then if u ∈ Lp(Ω), v ∈ Lq(Ω), we haveZ
Ω
|uv|dx 6 ‖u‖Lp(Ω) ‖v‖Lq(Ω) .

Definition 1.3.8. Young’s inequality: Let 1 6 p, q, r <∞ such that 1
p

+ 1
q

=

1
r

+ 1. If f ∈ Lp(R), g ∈ Lq(R) then f ∗ g ∈ Lr(R) and

‖f ∗ g‖Lr(R) 6 ‖f‖Lp(R) ‖g‖Lq(R) .

Here ∗ represents the convolution.

1.4 Organization of the thesis

This thesis is organized as follows:

In Chapter 2, we study the large time asymptotics of solutions to the heat

equation subject to the initial data φ0 that is assumed to satisfy (1+ |x|)k+3+εφ0 ∈

12



L1(R), for any positive integer k and a small real number ε > 0. An approximate

solution for the Cauchy problem is proposed as the combination of derivatives of

heat kernel. In this approximation, we incorporate the moments of initial data and

introduce spatial shifts into the leading order term as well as penultimate term.

The construction of the approximate solution mainly depends on the agreement

of the moments of it with those of the true solution as t→ 0+. As an outcome of

this, we show that the constructed approximation has higher order of convergence.

We extend these results to observe asymptotic behavior of solutions to the viscous

Burgers equation. Finally, we compare the constructed approximation to the

earlier proposed approximation by Yanagisawa (2007).

In Chapter 3, we deal with the Cauchy problem for a forced Burgers equa-

tion (FBE) with an assumption that, the initial data u0 is continuous on R and

u0 ∈ L1(R). We study the large time asymptotic behavior of solutions to the con-

sidered Cauchy problem. For which, we introduce a Cole-Hopf like transformation

to linearize the FBE and use the method of separation of variables to construct

solutions of FBE with a different class of initial data. Later, we prove the existence

of solution to the considered Cauchy problem. We also give an asymptotic approx-

imation to Cauchy problem for FBE and show that, as t→∞, the magnitude of

the difference function of the true and approximate solutions decays algebraically.

Chapter 4 sets forth the conclusion of thesis.

13
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Chapter 2

Asymptotic Behavior of Solutions

to the Diffusion Equation

2.1 Introduction

In this chapter, we study the large time asymptotics to the solutions of the Cauchy

problem

φt = φxx, x ∈ R, t > 0, (2.1.1)

φ(x, 0) = φ0(x), x ∈ R, (2.1.2)

with the assumption that the initial data φ0 satisfies

(1 + |x|)k+3+εφ0 ∈ L1(R), (2.1.3)

for any positive integer k and a small real number ε > 0. This work is continuation

to the work done by Yanagisawa (2007).

We denote the j-th order moment of function φ0, where j is a non negative

integer, by

Mj :=
Z
R
xjφ0(x)dx.

From (2.1.3), it is clear that Mj <∞ for 0 6 j 6 k + 2.

It is well known (Hopf, 1950) that Cole-Hopf transformation reduces the viscous

Burgers equation to heat equation. Hence, for studying the asymptotic behavior
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of solutions to the Burgers equation, one may first investigate the asymptotic

behavior of solutions to the heat equation. Chern and Liu (1987) studied large time

asymptotics of solutions to heat equation by constructing a self similar solution,

which converges to the true solution with order O(t−1+ 1
2p ) in Lp norm when t→∞.

If φ0(x)e|x| is bounded on R, the decay rate of the solution u(x, t) of (2.1.1)-(2.1.2)

is given in (Rubinstein and Rubinstein, 1998) by

φ(x, t) � 1

2
√
πt

e−
x2

4t

�
M0 + t−1

�
xM1

2
− M2

4

�
+

1

32
t−2

�
4x2M2 − 4xM3 +M4

�
+O(t−3)

�
, as t→∞,

when x is bounded on R. Witelski and Bernoff (1998) considered the heat equa-

tion with nonnegative compactly supported integrable initial functions. They

introduced three parameters into the approximate solution, these correspond to

the mass, center of mass and variance of the given initial data. Miller and Bernoff

(2003) studied the heat equation with nonnegative piecewise initial data assuming

that third order moment of initial data exists. Using the approximation obtained

in (Witelski and Bernoff, 1998), Miller and Bernoff (2003) derived the rate of con-

vergence to be of order O(t−2+ 1
2p ) in Lp norm when t → ∞. Kloosterziel (1990)

considered the initial data, which is nonnegative and square integrable with re-

spect to weight function e
x2

2 on R. They then expanded the solution of the heat

equation in terms of its self-similar solutions. This expansion reveals the large

time asymptotics quickly. Rao and Satyanarayana (2010) studied the relations

between the approximations given by Kloosterziel (1990) and Miller and Bernoff

(2003). Assuming x2nφ0 ∈ L1(R), φ0 is bounded and not changing its sign on R,

Kim and Ni (2009) constructed an asymptotic solution

φn(x, t) =
nX
i=1

ρi√
4πt

e−
−(x−ci)

2

4t ,

to (2.1.1)-(2.1.2), where ρi and ci are constants to be determined based on the

moments of φ0, showing that

||φ(., t)− φn(., t)||p = O(t−
2n+1

2
+ 1

2p ), t→∞.

Kim (2011) generalized the theory of the truncated moment problem to include

complex measures and then obtained the large time behavior of solutions to heat
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equation by constructing the approximations as linear combination of heat kernels.

Using the generalization of truncated moment problem (Kim, 2011), Satynarayana

et al. (2017) studied the N-wave solutions for heat equation. Duoandikoetxea

and Zuazua (1992) constructed an approximate solution for heat equation in the

following form;

ψ2n(x, t) =
2n−1X
j=0

(−1)j
γi√
4πt

∂jx

�
e−

x2

4t

�
for t > 0, x ∈ R, (2.1.4)

They showed that the approximate solution ψ2n converges to the solution φ with

an order O(t−
2n+1

2
+ 1

2p ) in Lp-norm when t→∞.

Generalizing the works of Duoandikoetxea and Zuazua (1992) and Miller and

Bernoff (2003), Yanagisawa (2007) introduced an asymptotic approximate solution

φk(x, t) =
k−1X
j=0

(−1)j
Mj

j!
∂jxGt(x) + (−1)k

Mk

k!
∂kxGt+(tk)+(x− γk), for t > 0, x ∈ R,

(2.1.5)

to the Cauchy problem (2.1.1)-(2.1.2), where Gt is the heat kernel given by

Gt(z) =
1√
4πt

exp

�
−z

2

4t

�
.

They chose space shift γk and time shift (tk)+ = max(tk, 0) by making (k + 1)th

and (k+2)th moments of φ(x, t)−φk(x, t) to vanish when t→ 0+. As t→∞, they

derived the convergence order to be O(t(
1
2p
−2− k

2
)) when (tk)+ > 0 and O(t(

1
2p
− 3

2
− k

2
))

when (tk)+ = 0 with respect to Lp-norm, 1 6 p 6∞.

Our main results are stated herewith:

Theorem 2.1.1. Let φ(x, t) be a solution to heat equation (2.1.1) subject to (2.1.2)

satisfying (1 + |x|)k+3+εφ0 ∈ L1(R), where k is any positive integer and ε is any

small positive real number. Then, for 1 6 p 6∞ , we have

||φ(., t)− φk(., t)||Lp(R) = O(t−
4+k
2

+ 1
2p ), t→∞, (2.1.6)

17



where φk is given by

φk(x, t) =

8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:

k−2X
j=0

(−1)j
Mj

j!
∂jxGt(x) + (−1)(k−1) Mk−1

(k − 1)!
∂k−1
x Gt

�
x− Mk

kMk−1

�
if Mk−1 6= 0,Mk−1Mk+1 = k+1

2k
M2

k,
6k2

(k+2)(k+1)
M2

k−1Mk+2 =M3
k,

k−2X
j=0

(−1)j
Mj

j!
∂jxGt(x) + (−1)(k−1) Mk−1

(k − 1)!
∂k−1
x Gt(x− b0)

+ (−1)k

k!
[Mk − kMk−1b0]∂kxGt

�
x− 2Mk+1−k(k+1)Mk−1b

2
0

2(k+1)(Mk−kMk−1b0)

�
if Mk−1 6= 0,

k−2X
j=0

(−1)j
Mj

j!
∂jxGt(x) + (−1)k

Mk

k!
∂kxGt

�
x− Mk+1

(k + 1)Mk

�
if Mk−1 = 0,Mk 6= 0,Mk+2Mk = k+2

2(k+1)
[Mk+1]2,

(2.1.7)

where b0(6= Mk

kMk−1
) is any solution of the equation

[k2(k + 1)(k + 2)M2
k−1]b4

0 − [4k(k + 1)(k + 2)Mk−1Mk]b
3
0

+[12k(k + 2)Mk−1Mk+1]b2
0 − [24kMk−1Mk+2]b0

+12[2MkMk+2 −
(k + 2)

(k + 1)
M2

k+1] = 0. (2.1.8)

The existence of real valued solution of the quartic equation (2.1.8) is discussed

in Remark 2.2.7.

This chapter is organized as follows. In section 2.2, we construct an approxi-

mate solution to the Cauchy problem (2.1.1)-(2.1.2) and then extend these results

to viscous Burgers equation. Section 2.3 presents the advantages and disadvan-

tages of the proposed asymptotic approximate solution by comparing with Yanag-

isawa (2007)’s asymptotic approximate solution (2.1.5).

2.2 An asymptotic approximation

In this section, we propose an asymptotic approximate solution φk(x, t) to the

solution of the initial value problem (2.1.1)-(2.1.2) by

φk(x, t) =
k−2X
j=0

(−1)j
Mj

j!
∂jxGt(x) + a0∂

k−1
x Gt(x− b0) + a1∂

k
xGt(x− b1), (2.2.9)
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where the arbitrary constants a0, a1, b0 and b1 are to be chosen appropriately. Here

Gt(z) represents one-dimensional heat kernel

Gt(z) =
1√
4πt

exp

�
−z

2

4t

�
.

As an outcome of this, we will obtain higher order convergence of φk as mentioned

in the Theorem 2.1.1.

We now prove few Lemmas which are needed to prove Theorem 2.1.1.

Lemma 2.2.1. Let φ be the solution to the problem (2.1.1)-(2.1.2) and φk be an

asymptotic approximation given in (2.2.9), where k is any positive integer. Then

we have the following:

lim
t→0+

Z
R
xk−1[φ(x, t)− φk(x, t)]dx = Mk−1 − (−1)k−1(k − 1)!a0, (2.2.10)

lim
t→0+

Z
R
xk[φ(x, t)− φk(x, t)]dx = Mk − (−1)k−1k!a0b0 − (−1)kk!a1, (2.2.11)

lim
t→0+

Z
R
xk+1[φ(x, t)− φk(x, t)]dx = Mk+1 − (−1)k−1 (k + 1)!

2
a0b

2
0 − (−1)k(k + 1)!a1b1,

(2.2.12)

lim
t→0+

Z
R
xk+2[φ(x, t)− φk(x, t)]dx = Mk+2 − (−1)k−1 (k + 2)!

3!
a0b

3
0 − (−1)k

(k + 2)!

2
a1b

2
1.

(2.2.13)

Proof. Using integration by parts, we have

lim
t→0+

Z
R
xj∂lxGt(x)dx = (−1)lj!δlj, for any non-negative integers l and j,

(2.2.14)

where δlj represents Kronecker’s delta and Gt(s) = 1√
4πt

exp
�
− s2

4t

�
. We first prove

(2.2.10). Making use of (2.2.14), it is easy to see that

lim
t→0+

Z
R
xk−1∂k−1

x Gt(x− b0)dx = lim
t→0+

Z
R
(y + b0)k−1∂k−1

y Gt(y)dy

= (−1)k−1(k − 1)!, (2.2.15)

and

lim
t→0+

Z
R
xk−1∂kxGt(x− b1)dx = lim

t→0+

Z
R
(y + b1)k−1∂kyGt(y)dy

= 0. (2.2.16)
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It then follows from (2.2.14)-(2.2.16) that

lim
t→0+

Z
R
xk−1[φ(x, t)− φk(x, t)]dx

=Mk−1 − a0 lim
t→0+

Z
R
xk−1∂k−1

x Gt(x− b0)dx− a1 lim
t→0+

Z
R
xk−1∂kxGt(x− b1)dx

=Mk−1 − (−1)k−1(k − 1)!a0,

which proves (2.2.10).

We now proceed to prove (2.2.11). In view of (2.2.14), we have

lim
t→0+

Z
R
xk∂k−1

x Gt(x− b0)dx = lim
t→0+

Z
R
(y + b0)k∂k−1

y Gt(y)dy

= (−1)k−1(k − 1)!

 
k

1

!
b0

= (−1)k−1k!b0, (2.2.17)

and

lim
t→0+

Z
R
xk∂kxGt(x− b1)dx = lim

t→0+

Z
R
(y + b1)k∂kyGt(y)dy

= (−1)kk!. (2.2.18)

Now (2.2.11) can be derived from (2.2.14),(2.2.17) and (2.2.18) as follows:

lim
t→0+

Z
R
xk[φ(x, t)− φk(x, t)]dx

=Mk − a0 lim
t→0+

Z
R
xk∂k−1

x Gt(x− b0)dx− a1 lim
t→0+

Z
R
xk∂kxGt(x− b1)dx

=Mk − (−1)k−1k!a0b0 − (−1)kk!a1.

Next, using (2.2.14), we see that

lim
t→0+

Z
R
xk+1∂k−1

x Gt(x− b0)dx = lim
t→0+

Z
R
(y + b0)k+1∂k−1

y Gt(y)dy

= (−1)k−1(k − 1)!

 
k + 1

2

!
b2

0

= (−1)k−1 (k + 1)!

2
b2

0, (2.2.19)

and

lim
t→0+

Z
R
xk+1∂kxGt(x− b1)dx = lim

t→0+

Z
R
(y + b1)k+1∂kyGt(y)dy

= (−1)kk!

 
k + 1

1

!
b1

= (−1)k(k + 1)!b1. (2.2.20)

20



Therefore, from (2.2.14), (2.2.19)-(2.2.20), we get

lim
t→0+

Z
R
xk+1[φ(x, t)− φk(x, t)]dx

=Mk+1 − a0 lim
t→0+

Z
R
xk+1∂k−1

x Gt(x− b0)dx− a1 lim
t→0+

Z
R
xk+1∂kxGt(x− b1)dx

=Mk+1 − (−1)k−1 (k + 1)!

2
a0b

2
0 − (−1)k(k + 1)!a1b1,

which verifies the equality (2.2.12).

Finally to prove (2.2.13), we use (2.2.14) to find that

lim
t→0+

Z
R
xk+2∂k−1

x Gt(x− b0)dx = lim
t→0+

Z
R
(y + b0)k+2∂k−1

y Gt(y)dy

= (−1)k−1(k − 1)!

 
k + 2

3

!
b3

0

= (−1)k−1 (k + 2)!

3!
b3

0, (2.2.21)

and

lim
t→0+

Z
R
xk+2∂kxGt(x− b1)dx = lim

t→0+

Z
R
(y + b1)k+2∂kyGt(y)dy

= (−1)kk!

 
k + 2

2

!
b2

1

= (−1)k
(k + 2)!

2
b2

1. (2.2.22)

Using (2.2.14), (2.2.21)-(2.2.22), it can be seen that

lim
t→0+

Z
R
xk+2[φ(x, t)− φk(x, t)]dx

=Mk+2 − a0 lim
t→0+

Z
R
xk+2∂k−1

x Gt(x− b0)dx− a1 lim
t→0+

Z
R
xk+2∂kxGt(x− b1)dx

=Mk+2 − (−1)k−1 (k + 2)!

3!
a0b

3
0 − (−1)k

(k + 2)!

2
a1b

2
1.

This completes the proof.

Remark 2.2.2. It is easy to see that the moments of initial function, upto the

order k − 2, were incorporated in the asymptotic approximate solution (2.2.9) as

if

lim
t→0+

Z
R
xj[φ(x, t)− φk(x, t)]dx = 0, j = 0, 1, 2 . . . , k − 2,

provided k > 2.
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By virtue of above Lemma 2.2.1, we list out some key observations:

1. The choice of

a0 := (−1)k−1 Mk−1

(k − 1)!
, (2.2.23)

coefficient in penultimate term of the asymptotic approximate solution (2.2.9),

makes the (k − 1)th order moment of φ to agree with that of φk as t→ 0+.

2. If we choose

a1 :=
(−1)k

k!
[Mk − kMk−1b0], (2.2.24)

in (2.2.9) and a0 as in (2.2.23), then kth order initial moment of φ agrees

with that of φk for any arbitrary constant b0.

3. Choosing

b1 :=
2Mk+1 − k(k + 1)Mk−1b

2
0

2(k + 1)(Mk − kMk−1b0)
, (2.2.25)

in (2.2.9) and a0, a1 as in (2.2.23)-(2.2.24), we notice that (k + 1)th order

initial moment of φ agrees with that of φk for any arbitrary value of b0.

4. Finally, if we assume that (k+2)th order initial moment of φ agree with that

of φk, then from (2.2.13) we have

Mk+2 − (−1)k−1 (k + 2)!

3!
a0b

3
0 − (−1)k

(k + 2)!

2
a1b

2
1 = 0. (2.2.26)

Substituting the expressions (2.2.23)-(2.2.25) of a0, a1 and b1 in the equation

(2.2.26), we get an equation in b0;

[k2(k + 1)(k + 2)M2
k−1]b4

0 − [4k(k + 1)(k + 2)Mk−1Mk]b
3
0

+[12k(k + 2)Mk−1Mk+1]b2
0 − [24kMk−1Mk+2]b0

+12[2MkMk+2 −
(k + 2)

(k + 1)
M2

k+1] = 0.

Hence, by assigning any solution of the above equation to b0, we notice that

(k + 2)th order initial moment of φ also agrees with that of φk.

5. The conditions Mk−1 = 0 and

lim
t→0+

Z
R
xj[φ(x, t)− φk(x, t)]dx = 0, 0 6 j < k + 2,

reduce the proposed approximation (2.2.9) to (2.2.53).
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Motivated by the work of Yanagisawa (2007), we now introduce a function

F (φ0) by

F (φ0)(x) =Z x

−∞

�Z x1

−∞
· · ·

Z xk+1

−∞

�Z xk+2

−∞
φ0(xk+3)dxk+3

�
dxk+2 · · ·

�
dx1

−
k−2X
j=0

(−1)j
Mj

j!

Z x

0

�Z x1

0
· · ·

Z xk−j

0

�Z xk+1−j

0
H0(xk+2−j)dxk+2−j

�
dxk+1−j · · ·

�
dx1

−a0

Z x

b0

�Z x1

b0

�Z x2

−∞
Hb0(x3)dx3

�
dx2

�
dx1 − a1

Z x

b1

�Z x1

−∞
Hb1(x2)dx2

�
dx1,

where Ha(x) is the Heaviside’s unit step function

Ha(x) =

8><>:0 if x 6 a,

1 if x > a.

The following lemma talks about the integrability of the function F (φ0) on R.

Lemma 2.2.3. Assume that φ(x, t) is a solution to heat equation (2.1.1) subject

to (2.1.2) satisfying (1 + |x|)k+3+εφ0 ∈ L1(R). Further, let

lim
t→0+

Z
R
xj[φ(x, t)− φk(x, t)]dx = 0, 0 6 j 6 k + 2, (2.2.27)

where φk(x, t) is given in (2.2.9).Then F (φ0) ∈ L1(R).

Proof. As (1 + |x|)k+3+εφ0 ∈ L1(R), it is obvious that (1 + |x|)k+2+εφ0 ∈ L1(R).

Hence, using Lemma 1.3.5, we have

B1(x) :=
Z x

−∞

�Z x1

−∞
· · ·

Z xk+1

−∞

�Z xk+2

−∞
φ0(xk+3)dxk+3

�
dxk+2 · · ·

�
dx1

=
k+2X
j=0

(−1)j

j!
Mj(x)

xk+2−j

(k + 2− j)!
, (2.2.28)

where Mj(x) =
R x
−∞ y

jφ0(y)dy.

B2(x) := −
k−2X
j=0

(−1)j
Mj

j!

×
Z x

0

�Z x1

0
· · ·

Z xk−j

0

�Z xk+1−j

0
H0(xk+2−j)dxk+2−j

�
dxk+1−j · · ·

�
dx1

= −
k−2X
j=0

(−1)j

j!
Mj

xk+2−j
+

(k + 2− j)!
, (2.2.29)
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where x+ = max{x, 0}. Consider

B3(x) := −a0

Z x

b0

�Z x1

b0

�Z x2

−∞
Hb0(x3)dx3

�
dx2

�
dx1

=

8>><>>:
−a0

h
x3

3!
− b0

2
x2 +

b20
2
x− b30

3!

i
, if x > b0

0, if x 6 b0.

(2.2.30)

B4(x) := −a1

Z x

b1

�Z x1

−∞
Hb1(x2)dx2

�
dx1

=

8>><>>:
−a1

h
x2

2
− b1x+

b21
2

i
, if x > b1

0, if x 6 b1.

(2.2.31)

We first consider the case x → ∞ for F (φ0)(x). Summing up the equations

(2.2.28)-(2.2.31), we get

F (φ0)(x) = B1(x) +B2(x) +B3(x) +B4(x)

=
k+2X
j=0

(−1)j

(k + 2− j)!j!
{Mj(x)−Mj}xk+2−j +

 
(−1)k−1

(k − 1)!3!
Mk−1 −

a0

3!

!
x3

+

 
(−1)k

k!2
Mk −

a1

2
+
a0b0

2

!
x2 +

 
(−1)k+1

(k + 1)!
Mk+1 + a1b1 −

a0b
2
0

2

!
x

+

 
(−1)k+2

(k + 2)!
Mk+2 +

a0b
3
0

3!
− a1b

2
1

2

!
. (2.2.32)

In view of the hypothesis (2.2.27), equations (2.2.10)-(2.2.13) can be written as

(−1)k−1

(k − 1)!3!
Mk−1 −

a0

3!
= 0,

(−1)k

k!2!
Mk −

a1

2
+
a0b0

2
= 0,

(−1)k+1

(k + 1)!
Mk+1 + a1b1 −

a0b
2
0

2
= 0,

(−1)k+2

(k + 2)!
Mk+2 +

a0b
3
0

3!
− a1b

2
1

2
= 0.

Thus, we are left with

F (φ0)(x) =
k+2X
j=0

(−1)j

(k + 2− j)!j!
{Mj(x)−Mj}xk+2−j.

For 0 < x ≤ s <∞, we have

xk+2−j ≤ sk+2−j if 0 ≤ j ≤ k + 2. (2.2.33)
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This leads to

xk+2−jsj|φ0(s)| ≤ sk+2|φ0(s)| if 0 ≤ j ≤ k + 2.

Integrating the above inequality with respect to s from x to ∞ and then dividing

by (k + 2− j)!j!, we arrive at

xk+2−j

(k + 2− j)!j!

Z ∞
x

sj|φ0(s)|ds ≤ 1

(k + 2− j)!j!

Z ∞
x

sk+2|φ0(s)|ds. (2.2.34)

Thus,������
k+2X
j=0

(−1)j

(k + 2− j)!j!

�Z ∞
x

sjφ0(s)ds
�
xk+2−j

������ 6
k+2X
j=0

xk+2−j

(k + 2− j)!j!

Z ∞
x

sj|φ0(s)|ds

6
k+2X
j=0

1

(k + 2− j)!j!

Z ∞
x

sk+2|φ0(s)|ds

= o(|x|−1−ε) as x→∞,

in view of (1 + |x|)k+3+εφ0 ∈ L1(R). Hence,

F (φ0)(x) = o(|x|−1−ε) as x→∞. (2.2.35)

Therefore, there exists a sufficiently large real number L(> 0) such that

|x1+εF (φ0)(x)| < 1, ∀x > L.

In othe words, |F (φ0)(x)| < x−1−ε ∀ x > L. Thus, we getZ ∞
L
|F (φ0)(x)|dx <

Z ∞
L

x−1−εdx =
1

εLε
<∞. (2.2.36)

We now consider the case x→ −∞ for F (φ0)(x). If x < 0, we have������
k+2X
j=0

(−1)j

(k + 2− j)!j!

�Z x

−∞
sjφ0(s)ds

�
xk+2−j

������ 6
k+2X
j=0

|x|k+2−j

(k + 2− j)!j!

Z x

−∞
|s|j|φ0(s)|ds

6
k+2X
j=0

1

(k + 2− j)!j!

Z x

−∞
|s|k+2|φ0(s)|ds

= o(|x|−1−ε) as x→ −∞. (2.2.37)

On the other hand, when x is smaller than minimum of b0, b1 and 0, it is to be

noted from (2.2.29)-(2.2.31) that

B2(x) = B3(x) = B4(x) = 0,
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and thus from (2.2.32), we get

F (φ0)(x) =
k+2X
j=0

(−1)j

(k + 2− j)!j!
Mj(x)xk+2−j. (2.2.38)

Hence, in view of (2.2.37), we get

F (φ0)(x) = o(|x|−1−ε) as x→ −∞. (2.2.39)

Repeating as in the x→∞ case, one obtains thatZ M

−∞
|F (φ0)(x)|dx <∞ (2.2.40)

for some large number |M | with M < 0.

Eventually, (2.2.35) and (2.2.39) will conclude that F (φ0) ∈ L1(R).

Having F (φ0) as L1-function under the hypothesis of Lemma 2.2.3, we indicate

its convolution with heat kernel Gt(x) by

Gt ∗ F (φ0)(x) =
Z
R
Gt(x− y)F (φ0)(y)dy. (2.2.41)

The following lemma tells that the difference term φ − φk can be represented as

the (k + 3)th order spatial derivative of the convolution Gt ∗ F (φ0).

Lemma 2.2.4. Assume that φ(x, t) is a solution to heat equation (2.1.1) subject

to (2.1.2) with (1 + |x|)k+3+εφ0 ∈ L1(R), where k is any positive integer and ε is

a small positive real number. Further, let

lim
t→0+

Z
R
xj[φ(x, t)− φk(x, t)]dx = 0, 0 6 j 6 k + 2, (2.2.42)

where φk is an asymptotic approximation given in (2.2.9). Then,

∂k+3
x (Gt ∗ F (φ0)(x)) = φ(x, t)− φk(x, t) for t > 0, x ∈ R. (2.2.43)

Proof. Consider

∂k+3
x (Gt ∗B1(x))

=
Z
R
Gt(x− y)∂k+3

y

�Z y

−∞

�Z x1

−∞
· · ·

Z xk+1

−∞

�Z xk+2

−∞
φ0(xk+3)dxk+3

�
dxk+2 · · ·

�
dx1

�
dy

= φ(x, t). (2.2.44)
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Similarly, we have

∂k+3
x (Gt ∗B2(x)) = ∂j+1

x (Gt ∗ ∂k+2−j
x B2(x))

= −
k−2X
j=0

(−1)j
Mj

j!
∂j+1
x

Z ∞
0

Gt(x− y)dy

= −
k−2X
j=0

(−1)j
Mj

j!
∂jxGt(x). (2.2.45)

For B3(x), we compute that

∂k+3
x

Z
R
Gt(x− y)B3(y)dy

= −a0∂
k
x

Z
R
Gt(x− y)∂3

y

�Z y

b0

�Z x1

b0

�Z x2

−∞
Hb0(x3)dx3

�
dx2

�
dx1

�
dy

= −a0∂
k
x

Z
R
Gt(x− y)Hb0(y)dy

= −a0∂
k
x

Z x

−∞
Gt(y − b0)dy

= −a0∂
k−1
x Gt(x− b0). (2.2.46)

Similarly for B4(x), we obtain

∂k+3
x

Z
R
Gt(x− y)B4(y)dy = −a1∂

k
xGt(x− b1). (2.2.47)

Therefore, summing up the equations (2.2.44)-(2.2.47) lead to equation (2.2.43)

as

F (φ0)(x) = B1(x) +B2(x) +B3(x) +B4(x).

Proof of Theorem 2.1.1. Using the Rodrigues formula for Hermite polynomi-

als, it is seen that

∂k+3
x Gt(x) =

(−1)k+3

√
π(4t)

k+4
2

Hk+3(ξ)e−ξ
2

, (2.2.48)

where ξ = x/
√

4t and Hk+3 is a Hermite polynomial of degree k+ 3. Consider, for

1 6 p 6∞,


∂k+3
x Gt(.)





Lp(R)

=
1

√
π(4t)

k+4
2

�√
4t
Z ∞
−∞
|Hk+3(ξ)e−ξ

2|pdξ
�1/p

= O(t
1
2p
− k+4

2 ) as t→∞. (2.2.49)
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Using Young’s inequality, we find that


∂k+3
x (Gt ∗ F (φ0))





Lp(R)

6 ‖F (φ0)‖L1(R)




∂k+3
x Gt





Lp(R)

. (2.2.50)

Therefore, in view of Lemma 2.2.3, Lemma 2.2.4 and the decay rate (2.2.49), the

order of convergence in (2.1.6) follows from the Young’s inequality (2.2.50).

Repeating the proof of Theorem 2.1.1 with (k+ 2)th partial derivative of Gt in

place of (k + 3)th partial derivative, we obtain the following:

Remark 2.2.5. Let φ(x, t) be a solution to heat equation (2.1.1) subject to (2.1.2)

satisfying (1 + |x|)k+3+εφ0 ∈ L1(R). Then, for 1 6 p 6∞ , we have



Z ·−∞[φ(y, t)− φk(y, t)]dy





Lp(R)

= O(t−
3+k
2

+ 1
2p ), t→∞, (2.2.51)

where φk is given in (2.1.7).

Remark 2.2.6. It is important to notice that assuming the hypothesis (2.2.27),

we seek for expressions of a0, a1, b1 and b0 in equations (2.2.10)-(2.2.13). This,

in turn, produces the conditional statement (2.1.7) from the proposed approximate

solution (2.2.9). In other words, the moments, upto the order (k + 2), of φ(x, t)

agree with those of φk(x, t) given in (2.1.7) as t→ 0+.

Remark 2.2.7. It is known that (Rees, 1922; Irving, 2004) there exist at least two

real solutions to the quartic equation (2.1.8) in all the cases except the following

three cases:

1. a < 0, c > a2

4
, 4 > 0,

2. a ≥ 0, 4 > 0

3. 4 = 0, c = a2

4
, b = 0,

where a = q − 3p2

8
, b = r +

p3

8
− pq

2
, c = s− 3p4

256
+
p2q

16
− pr

4
and

4 = 144ab2c− 128a2c2 − 4a3b2 + 16a4c− 27b4 + 256c3

with

p = −4k(k + 1)(k + 2)Mk−1Mk

k2(k + 1)(k + 2)M2
k−1

,
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q =
12k(k + 2)Mk−1Mk+1

k2(k + 1)(k + 2)M2
k−1

,

r = − 24kMk−1Mk+2

k2(k + 1)(k + 2)M2
k−1

,

s =
12[2MkMk+2(k + 1)− (k + 2)M2

k+1]

k2(k + 1)2(k + 2)M2
k−1

.

In case the coefficients of equation (2.1.8) satisfy one of those three cases,

we donot have higher order approximate solutions in the proposed form (2.2.9)

and the work is left for future research. However, if Mk−1Mk+1 = k+1
2k
M2

k and

6k2

(k+2)(k+1)
M2

k−1Mk+2 = M3
k in those three cases, we have higher order approximate

solution given in the first statement of (2.1.7).

Remark 2.2.8. LetMk−1 = 0, Mk 6= 0 and φ(x, t) be a solution to heat equation

(2.1.1) subject to (2.1.2) satisfying (1+|x|)k+2+εφ0 ∈ L1(R), where k is any positive

integer and ε is any small positive real number. Then, for 1 6 p 6∞ , we have

||φ(., t)− φk(., t)||Lp(R) = O(t−
3+k
2

+ 1
2p ), t→∞, (2.2.52)

where φk is given by

φk(x, t) =
k−2X
j=0

(−1)j
Mj

j!
∂jxGt(x) + (−1)k

Mk

k!
∂kxGt

�
x− Mk+1

(k + 1)Mk

�
. (2.2.53)

2.2.1 On viscous Burgers Equation

We now extend these results to investigate the large time asymptotics for solutions

of the viscous Burgers equation;

ut + uux = uxx, x ∈ R, t > 0, (2.2.54)

u(x, 0) = u0(x), x ∈ R, (2.2.55)

with the initial data u0 satisfying

(1 + |x|)k+3+εu0 ∈ L1(R), (2.2.56)

for any positive integer k and a small real number ε > 0.

Theorem 2.2.9. Let u(x, t) be a solution to the Burgers equation (2.2.54) subject

to (2.2.55) with u0 satisfying (1 + |x|)k+3+εu0 ∈ L1(R). Let

Mr :=
Z
R
xr
�
−1

2
u0(x) exp

�
−1

2

Z x

−∞
u0(y)dy

��
dx, r = 0, 1, 2, . . . . (2.2.57)
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then there exists Tk > 0 such that

||u(., t)− uk(., t)||Lp(R) = O(t−
4+k
2

+ 1
2p ), t→∞, (2.2.58)

where 1 6 p 6∞ and

uk(x, t) := −2
φk(x, t)

1 +
R x
−∞ φ

k(y, t)dy
, x ∈ R, t > 0, (2.2.59)

is well defined for x ∈ R, t > Tk. Here φk is given by (2.1.7).

The proof of the theorem 2.2.9 is omitted as it is easily proved using the

Theorem 2.1.1, Remark 2.2.5 and the standard arguments (Yanagisawa, 2007).

Remark 2.2.10. Let Mk−1 = 0 and Mk 6= 0 and u(x, t) be a solution to the

Burgers equation (2.2.54) subject to (2.2.55) with u0 satisfying (1 + |x|)k+2+εu0 ∈

L1(R). Then there exists Tk > 0 such that

||u(., t)− uk(., t)||Lp(R) = O(t−
3+k
2

+ 1
2p ), t→∞, (2.2.60)

where 1 6 p 6∞ and

uk(x, t) := −2
φk(x, t)

1 +
R x
−∞ φ

k(y, t)dy
, x ∈ R, t > 0, (2.2.61)

is well defined for x ∈ R, t > Tk. Here φk is given by (2.2.53).

2.3 Comparison with Yanagisawa (2007)’s asymp-

totic approximate solution

We list out the advantages and disadvantages of the proposed asymptotic ap-

proximate solution (2.2.9) by comparing with Yanagisawa (2007)’s asymptotic

approximate solution (2.1.5).

1. In the work of Yanagisawa (2007), ifMk 6= 0 andMk+2Mk 6 k+2
2(k+1)

[Mk+1]2,

then time shift (tk)+ = 0 and hence Yanagisawa’s approximation (2.1.5)

converges to the true solution φ of the problem (2.1.1)-(2.1.2) with an order

of convergence O(t−
3+k
2

+ 1
2p ) as t→∞. Whereas the asymptotic approximate
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solution (2.1.7) converges to the true solution φ of the problem (2.1.1)-(2.1.2)

with an order of convergence O(t−
4+k
2

+ 1
2p ) as t→∞.

Following example explains the same for k = 3.

Example 2.3.1. Consider a discontinuous initial data

φ0(x) =

8>>>>><>>>>>:
(−x)−7, −∞ < x < −1

2
,

0, −1
2
6 x 6 1,

x−7, 1 < x <∞,

(2.3.62)

for the problem (2.1.1)-(2.1.2).

Firstly, it is to be observed that φ0 has moments up to 5th order only. They

are

M0 =
65

6
, M1 =

−31

5
, M2 =

17

4
, M3 =

−7

3
, M4 =

5

2
and M5 = −1.

It is easy to see that M5M3 <
5
8
M2

4.

Hence, we obtain

||φ(., t)− φ3(., t)||Lp(R) = O(t−
6
2

+ 1
2p ), t→∞,

where φ3(x, t) is an asymptotic approximation of Yanagisawa (2007). On

the other hand, choosing

a0 =
17

8
,

b0 =
1

765

8<:−140 +
È
−37775 + 90β +

Ì
10

"
−7555− 9β + 161509

s
5

−7555 + 18β

#9=; ,
with β = 17

2
3 × 333235

1
3 and

a1 =
7

18
+

17

8
b0,

b1 =
3

2

�
51b2

0 − 5

153b0 + 28

�
.

in asymptotic approximate solution (2.2.9), one gets

||φ(., t)− φ3(., t)||Lp(R) = O(t−
7
2

+ 1
2p ), t→∞.
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2. Suppose that Mk = 0. We then have to look for the largest integer s(< k)

so thatMs 6= 0 and so Yanagisawa (2007)’s approximation (2.1.5) converges

to the true solution φ either with an order of convergence O(t−
4+s
2

+ 1
2p ) when

(tk)+ > 0 or O(t−
3+s
2

+ 1
2p ) when (tk)+ = 0. However, it is possible to construct

an approximation (2.2.9) which converges to true solution φ with an order

of convergence O(t−
4+k
2

+ 1
2p ) as t→∞.

Following example illustrates it with k = 3.

Example 2.3.2. Consider a discontinuous initial data defined by

φ0(x) =

8>>>>><>>>>>:
(−x)−7, −∞ < x < −1,

0, −1 6 x 6 1,

x−7, 1 < x <∞,

(2.3.63)

for the problem (2.1.1)-(2.1.2).

It can be easily seen that −∞ < Mj < ∞ for 0 6 j 6 5 and Mj is not

defined for j > 6. In particular, we find that

M0 =
1

3
, M1 = 0, M2 =

1

2
, M3 = 0, M4 = 1 and M5 = 0. (2.3.64)

Further, notice that M5M3 <
5
8
M2

4. Therefore, we get

||φ(., t)− φ2(., t)||Lp(R) = O(t−
5
2

+ 1
2p ), t→∞,

where φ2(x, t) is an asymptotic approximation (2.1.5) of Yanagisawa (2007).

On the other hand, choosing

a0 =
1

4
, a1 =

b0

4
, b0 =

s
−1 +

2√
3
, b1 =

3b2
0 − 1

6b0

,

in the asymptotic approximate solution (2.2.9), one gets

||φ(., t)− φ3(., t)||Lp(R) = O(t−
7
2

+ 1
2p ), t→∞.

3. If Mk−1 = 0, Mk 6= 0 and Mk+2Mk >
k+2

2(k+1)
[Mk+1]2, then higher rate

of convergence of the approximation to the true solution φ is obtained by

considering the asymptotic approximate solution of Yanagisawa (2007) only,

not the one in the form (2.2.9).
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4. If Mk−1 = 0, Mk 6= 0 and Mk+2Mk <
k+2

2(k+1)
[Mk+1]2, then Yanagisawa’s

approximate solution (2.1.5) as well as the proposed approximate solution

(2.2.53) would give the same rate of convergence
�
i.e., O

�
t−

3+k
2

+ 1
2p

�
as t→∞

�
.
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Chapter 3

Large Time Asymptotics with

Error Estimates to Solutions of a

Forced Burgers Equation

3.1 Introduction

Over the past decades, the study of the forced Burgers model

ut + uux = νuxx + f(x, t), x ∈ R, t > 0, (3.1.1)

received much attention due to its promising applications in various fields of Sci-

ence, Engineering and Biology (see, for example, (Xu et al., 2007) and the refer-

ences therein). In this chapter, we are concerned with a forced Burgers equation,

namely,

ut + uux = νuxx +
γ

(2βt+ 1)3/2
, x ∈ R, t > 0, (3.1.2)

where β > 0 and γ 6= 0 and ν is the viscosity coefficient, subject to

u(x, 0) = u0(x), x ∈ R, (3.1.3)

where u0 is continuous on R and u0 ∈ L1(R).

The motivation to study the initial value problem (3.1.2)-(3.1.3) is as follows:
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Consider the Cauchy problem for heat equation

φt = φxx, x ∈ R, t > 0, (3.1.4)

φ(x, 0) = φ0(x), x ∈ R, (3.1.5)

where φ0 is either bounded almost everywhere and continuous on R or φ0 ∈ L1(R).

Then, the solution of the Cauchy problem (3.1.4)-(3.1.5) is given by

φ(x, t) =
1√
4πt

Z ∞
−∞

e−
(x−y)2

4t φ0(y)dy, t > 0, x ∈ R. (3.1.6)

Though the exact solution (3.1.6) of (3.1.4)-(3.1.5) is available, for most of the

initial data (3.1.5), the evaluation of the integral involved in (3.1.6) is tedious.

Hence one has to look for either numerics or asymptotic analysis. Further, the

solution of the Burgers equation ((3.1.2) with γ = 0) subject to (3.1.3) is given by

u(x, t) = −2ν
φx(x, t)

φ(x, t)
, x ∈ R, t > 0, (3.1.7)

where φ(x, t) is as in (3.1.6). In consideration of (3.1.6), one can imagine the

difficulty in evaluating the integrals involved in numerator and denominator of

(3.1.7). Two well known properties of the solution to the Burgers equation ((3.1.2)

with γ = 0) subject to (3.1.3) are that the total mass is conserved and the solution

decays uniformly to 0 as t → ∞. In contrast to these two properties, the total

mass of the solution of (3.1.2) subject to (3.1.3) is not conservative. In view of

these facts, we expect that the asymptotic analysis is the better option to study

(3.1.2)-(3.1.3).

Kloosterziel (1990) studied the large time asymptotic behavior of the diffusion

equation (3.1.4) on infinite and semi-infinite domains, subject to the initial data

φ0 that is square summable with respect to the exponentially-growing weight func-

tion e
1
2
x2 . Witelski and Bernoff (1998) constructed self-similar solutions to (3.1.4)

with a stronger initial data than (3.1.5) by incorporating mass, center of mass, and

variance of the initial data into self-similar solutions. Miller and Bernoff (2003)

estimated the rates of convergence to the self similar asymptotic approximation

of the solution of Burgers equation ((3.1.2) with γ = 0). Hopf (1950) analyzed
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rigorously various properties of solutions including large time behavior and van-

ishing viscosity limit. For the study of asymptotics via separable solutions to a

generalization of the Burgers equation, we refer to (Rao and Nath, 2015). Eule

and Friedrich (2006) derived solution for an initial value problem of a special case

of (3.1.1), namely,

ut + uux = νuxx +G(t)x, x ∈ R, t > 0, (3.1.8)

by considering G(t) as white noise force. Salas (2010) investigated (3.1.8) and con-

structed solutions via generalized Cole-Hopf transformation and travelling wave

method. Ding et al. (2001) studied the asymptotic behavior of solutions to a

forced Burgers equation, which is a special case of (3.1.8),

ut + uux = µuxx + kx, x ∈ R, t > 0, (3.1.9)

u(x, 0) = u0(x), x ∈ R, (3.1.10)

where k > 0 and the initial data u0(x) satisfies the conditions that u0(x) ∈ L1
loc(R)

and
R x u0(r)dr = o(x2) as |x| → ∞. With the help of Cole-Hopf transformation

(3.1.7), they reduced (3.1.9) to

φt = µφxx −
x2

µ
φ, x ∈ R, t > 0. (3.1.11)

They expressed the solution of (3.1.11) as Fourier-Hermite series and eventually

showed that the solution of the Cauchy problem (3.1.9)-(3.1.10) converges to ax

as t → ∞, where the constant a depends on k and the viscosity coefficient µ.

Further, assuming the initial data

u0(x) = o(x), |x| → ∞,

Ding and Ding (2003) showed that, for fixed (x, t), the solution of (3.1.9) converges

to the weak solution of relevant inviscid forced Burgers equation as µ → 0. Rao

and Yadav (2010a) constructed solutions to the forced Burgers equation (3.1.9)

subject to the initial data containing bounded and compactly supported initial

profiles. Rao and Yadav (2010c) obtained the solutions to a generalization of

(3.1.9), namely,

ut + uux = uxx +
kx

(2βt+ 1)2
, x ∈ R, t > 0. (3.1.12)
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They reduced (3.1.12) to the linear equation

φt = φxx −
kx2

4(2βt+ 1)2
φ, x ∈ R, t > 0, (3.1.13)

via Cole-Hopf transformation (3.1.7) and then expressed the solution of (3.1.13)

in terms of self-similar solutions of concerned heat equation. This representation

of solution for (3.1.13) revealed the large time behavior of the solution quickly.

We refer to (Rao and Yadav, 2010b) for obtaining the large time asymptotics

for solutions to (3.1.12) subject to a more general initial data. Recently, Yadav

(2013) considered a system of forced Burgers equations and derived the large time

behavior of the solutions.

In order to simplify our analysis, without loss of generality, we can scale space

and time in (3.1.2) to obtain the forced Burgers equation

ut + uux = uxx +
γ

(2βt+ 1)3/2
, x ∈ R, t > 0, (3.1.14)

where β > 0 and γ is a non-zero constant. We study (3.1.14) supplemented with

an initial function

u(x, 0) = u0(x), x ∈ R, (3.1.15)

where u0(x) is continuous on R and u0 ∈ L1(R). Firstly, we construct solutions to

the forced Burgers equation (3.1.14) subject to the initial data

u(x, 0) = u0(x), x ∈ R, (3.1.16)

with the condition Z ∞
−∞

e
β
2
x2−
R x
0
u0(r)drdx <∞. (3.1.17)

For which, we seek similarity solutions for (3.1.14) and then employ Cole-Hopf

like transformation to the resulting nonlinear partial differential equation. We

then make use of the method of separation of variables to obtain solutions of the

concerned partial differential equation. This process yields solutions explicitly in

terms of Hermite polynomials. We then prove the existence of solution to the

forced Burgers equation (3.1.14) subject to the initial condition (3.1.15). More-

over, we will give an asymptotic approximate solution to the Cauchy problem

(3.1.14)-(3.1.15) with a uniform error of order O(t−
1
2 ) for large time.
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This chapter is organized as follows. Section 3.2 deals with the construction

of solutions to the forced Burgers equation (3.1.14) subject to the initial data

(3.1.16)-(3.1.17). In section 3.3, we prove the existence of solution to the Cauchy

problem (3.1.14)-(3.1.15) and then give an approximate solution for it with an

error estimation.

3.2 Solutions in terms of Hermite polynomials

In this section, we construct explicit solutions to the initial value problem (3.1.14),

(3.1.16)-(3.1.17). We introduce similarity variables

t, η =
x

b(t)
, u(x, t) =

1

c(t)
φ(η, t), (3.2.18)

where b(t) and c(t) are to be chosen in such a way that the forced Burgers equa-

tion (3.1.14) is transformed to a partial differential equation which is suitable for

applying the method of separation of variables. Making use of these variables

(3.2.18) in (3.1.14), it can be seen that φ(η, t) solves

b2(t)φt − b(t)
�
b′(t)ηφη +

c′(t)

c(t)
b(t)φ

�
+
b(t)

c(t)
φφη =

φηη + b2(t)c(t)
γ

(2βt+ 1)3/2
. (3.2.19)

Assumption of

b(t) = a1c(t), a1 is any nonzero real number,

simplifies (3.2.19) to

b2(t)φt − b(t)b′(t) [ηφη + φ] + a1φφη = φηη +
γ

a1

b3(t)

(2βt+ 1)3/2
. (3.2.20)

Let

Φ(η, t) =
Z η

0
φ(r, t)dr,

so that

φ(η, t) = Φη(η, t). (3.2.21)

39



When (3.2.21) is substituted into (3.2.20), we obtain that

∂

∂η

�
b2(t)Φt − b(t)b′(t)ηΦη +

a1

2
Φ2
η − Φηη −

γ

a1

b3(t)η

(2βt+ 1)3/2

�
= 0.

Therefore, it is enough to look for a smooth function Φ(η, t) such that

b2(t)Φt − b(t)b′(t)ηΦη +
a1

2
Φ2
η − Φηη −

γ

a1

b3(t)η

(2βt+ 1)3/2
= 0. (3.2.22)

Set

Φ(η, t) = a2 logψ(η, t),

where a2 is any non-zero arbitrary constant. Then, one can see that ψ satisfies

the partial differential equation

ψ

�
b2(t)ψt − b(t)b′(t)ηψη − ψηη −

γ

a1a2

b3(t)η

(2βt+ 1)3/2
ψ

�
=

−
�a1a2

2
+ 1

�
ψ2
η.

Choosing a2 = −2/a1, the above partial differential equation is reduced to

b2(t)ψt − b(t)b′(t)ηψη − ψηη +
γ

2

b3(t)η

(2βt+ 1)3/2
ψ = 0. (3.2.23)

It is seen that the assumption of b(t)b′(t) = β; i.e.,

b(t) =
È

2βt+ 1, (3.2.24)

makes equation (3.2.23) amenable for the method of separation of variables. Mak-

ing use of (3.2.24) into (3.2.23), we are left with

(2βt+ 1)ψt = βηψη + ψηη −
γ

2
ηψ. (3.2.25)

Summing up the transformations used to reduce the forced Burgers equation

(3.1.14) to the linear partial differential equation (3.2.25), we arrive at

u(x, t) =
−2√

2βt+ 1

ψη(η, t)

ψ(η, t)
, (3.2.26)

where η = x√
2βt+1

and call it as Cole-Hopf like transformation.

One may suspect here whether the solution ψ of (3.2.25) would imply the solu-

tion of (3.1.14) via Cole-Hopf like transformation (3.2.26) as we took specifically
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zero in right hand side of (3.2.22) rather than an arbitrary function of single vari-

able t. In Appendix of this chapter, it will be shown that this reverse process also

holds.

The equation (3.2.25) amounts to looking for solutions of the form

ψ(η, t) = G(η)T (t). (3.2.27)

When this expression is substituted in (3.2.25), the result can be written as

G′′(η) + βηG′(η)− γ
2
ηG(η)

G(η)
=

(2βt+ 1)T ′(t)

T (t)
. (3.2.28)

Assuming µ is any separation constant, equation (3.2.28) splits into two ordinary

differential equations for G(η) and T (t):

G′′(η) + βηG′(η)−
�
µ+

γ

2
η
�
G(η) = 0, (3.2.29)

T ′(t)− µ

2βt+ 1
T (t) = 0. (3.2.30)

We now reduce the differential equation (3.2.29) into normal form. For which, we

introduce G̃(η) as follows:

G̃(η) = eβη
2/4G(η). (3.2.31)

Substituting (3.2.31) into (3.2.29), one has

G̃′′(η)−
�
β2

4
η2 +

γ

2
η +

β

2
+ µ

�
G̃(η) = 0. (3.2.32)

We introduce new variables (Polyanin and Zaitsev, 2003)

ξ = η +
γ

β2
, Ĝ(ξ) = G̃(η).

It then follows that the equation (3.2.32) is transformed to

Ĝ′′(ξ)−
�
β2

4
ξ2 +

�
µ+

β

2
− γ2

4β2

��
Ĝ(ξ) = 0. (3.2.33)

For the eigen values

µn =
γ2

4β2
− (n+ 1)β, n = 0, 1, . . . , (3.2.34)
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the eigen functions Gn(ξ) of (3.2.33) are given by

Gn(ξ) =
1

an
Hn

 Ê
β

2
ξ

!
e−

β
4
ξ2 , (3.2.35)

where an =
É

2nn!
q

2π
β
. Here Hn’s are nth degree Hermite polynomials given by

Hn(x) = (−1)nex
2 dn

dxn
(e−x

2

).

It can be seen that the sequence {Gn(ξ)} satisfies the orthonormal property

Z ∞
−∞

Gn(ξ)Gm(ξ)dξ = δnm,

where δmn is the Kronecker’s delta. Further it is known that {Gn(ξ)} is complete

in L2(R) (see (Higgins, 1977)). Solving (3.2.30) for T (t) with (3.2.34), one has

Tn(t) = (2βt+ 1)
γ2

8β3
−n+1

2 , n = 0, 1, 2, . . . . (3.2.36)

Thus, the resulting products of the form (3.2.27) lead to

ψ(η, t) =
∞X
n=0

cnTn(t)Gn

�
η +

γ

β2

�
exp(−βη2/4), (3.2.37)

where Tn(t) and Gn(ξ) are given by (3.2.36) and (3.2.35) respectively. We now

temporarily assume that the sum of the above series in the case t = 0 is ψ(η, 0).

That is, the equation (3.2.37) reduces to

ψ(η, 0)e
β
4
η2 =

∞X
n=0

cnGn

�
η +

γ

β2

�
,

for t = 0. This makes sense if ψ(ξ − γ
β2 , 0)e

β
4

(ξ− γ

β2
)2

is square summable over R

with respect to the variable ξ as the sequence {Gn(ξ)} is complete in L2(R). Our

assumption on u0 in (3.1.17) ensures that ψ(η, 0)e
β
4
η2 ∈ L2(R). It follows that the

numbers cn’s are computed by

cn =
Z ∞
−∞

ψ(ξ − γ/β2, 0)e
β(ξ−γ/β2)2

4 Gn(ξ)dξ, n = 0, 1, 2, . . .

=
1q

n!2n
È

2π/β

Z ∞
−∞

e
− 1

2

R η
u0(r)dr− γ

2β
η− γ2

4β3Hn

 Ê
β

2

�
η +

γ

β2

�!
dη.

(3.2.38)
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For future reference, we study the large time asymptotics to the solutions of

the linear partial differential equation (3.2.25). For n = 0, a simplification in

(3.2.38) gives that

c0 =

�
β

2π

� 1
4
Z ∞
−∞

e
− 1

2

R η
u0(r)dr− γ

2β
η− γ2

4β3 dη

6= 0.

Hence, (3.2.37) would imply that

ψ(η, t) ∼ c0T0(t) exp(−βη2/4)G0

�
η +

γ

β2

�
, η = O(1) as t→∞

=

�
β

2π

� 1
4

c0(2βt+ 1)
γ2

8β3
− 1

2 e
−
�
β
2
η2+ γ

2β
η+ γ2

4β3

�
, η = O(1) as t→∞.

From this asymptotic behavior, one may conclude the following when η is bounded:

• ψ(η, t) diverges to ∞ as t→∞ when 4β3 < γ2,

• ψ(η, t) decays to 0 as t→∞ when 4β3 > γ2, (3.2.39)

• ψ(η, t) converges to a non zero constant for the rest case.

Eventually, the solution of (3.1.14), for all t > 0 and x ∈ R, is derived as

follows:

u(x, t) =
−2√

2βt+ 1

ψη(η, t)

ψ(η, t)

= −
2
∞X
n=0

cn√
n!2n

(2βt+ 1)
γ2

8β3
−n+1

2 ∂η
�fHn(η)

�
∞X
n=0

cn√
n!2n

(2βt+ 1)
γ2

8β3
−n

2 fHn(η)

, (3.2.40)

where η = x√
2βt+1

, fHn(η) = Hn

�q
β
2

�
η + γ

β2

��
e
−
�
β
2
η2+ γ

2β
η+ γ2

4β3

�
and the coeffi-

cients cn are given by (3.2.38).

3.3 Large time asymptotics with error estimates

In this section, we prove the existence of a solution for the forced Burgers equation

(3.1.14) subject to the initial data (3.1.15). Then we give an approximate solution
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for the initial value problem (3.1.14)-(3.1.15) with an error of order O(t−
1
2 ) in Lp-

norm, where 1 6 p 6∞, for large time. For which, we first prove the existence of

a solution to the linear partial differential equation (3.2.25) subject to the initial

condition

ψ(η, 0) = exp
�
−1

2

Z η

0
u0(r)dr

�
=: ψ0(η), (3.3.41)

where u0 ∈ L1(R) and is continuous on R. Substituting (3.2.36), (3.2.38) and

(3.3.41) in (3.2.37), we get

ψ(η, t) =
(2βt+ 1)

γ2

8β3

√
2βt+ 1

Z ∞
−∞

∞X
n=0

çG(η, y, t)e
β
4

(y2−η2)ψ0(y)dy, (3.3.42)

where çG(η, y, t) =
1

(2βt+ 1)
n
2
Gn

�
η +

γ

β2

�
Gn

�
y +

γ

β2

�
.

It is to be noted that the above expression for ψ(η, t) was derived by considering

the initial data (3.1.16)-(3.1.17) of (3.1.14), but not (3.1.15) of (3.1.14).

We now replace the series in (3.3.42) by its sum and hence represent ψ(η, t)

only in the integral form. Then we show that it is a classical solution of the linear

partial differential equation (3.2.25) for t > 0 and satisfies the initial condition

(3.3.41) in the limit sense t→ 0. For which let us recall the following result from

(Titchmarsh, 1986):

∞X
n=0

e−
1
2

(x2+y2)

2nn!
tnHn(x)Hn(y) =

1√
1− t2

exp

¨
x2 − y2

2
− (x− yt)2

1− t2

«
,

if | t |< 1. Thus, since
���� 1√

2βt+1

���� < 1 when t > 0, it is deduced that

∞X
n=0

1

(2βt+ 1)
n
2
Gn

�
η +

γ

β2

�
Gn

�
y +

γ

β2

�
=

Ê
2βt+ 1

4πt

× exp

(
β

4

"�
η +

γ

β2

�2

−
�
y +

γ

β2

�2
#
− 1

4t
[P (η, y, t)]2

)
, (3.3.43)

where

P (η, y, t) =
È

2βt+ 1

�
η +

γ

β2

�
−
�
y +

γ

β2

�
. (3.3.44)

Using (3.3.43) in (3.3.42), we get

ψ(η, t) = (2βt+ 1)
γ2

8β3

Z ∞
−∞

K(η, y, t)ψ0(y)dy, (3.3.45)
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where

K(η, y, t) =
1

2
√
πt

exp

¨
γ

2β
(η − y)− 1

4t
[P (η, y, t)]2

«
, (3.3.46)

and P is given in (3.3.44).

The following lemma says that the kernel K(η, y, t) in (3.3.46) behaves like

that of heat kernel as t→ 0.

Lemma 3.3.1. Suppose that
Z ∞
−∞
|u0(x)|dx <∞ and u0 is continuous on R. Then

lim
t→0

Z ∞
−∞

K(η, y, t)ψ0(y)dy = ψ0(η),

where ψ0(η) and K(η, y, t) are given in (3.3.41) and (3.3.46) respectively.

Proof. Set

s :=
γ

β2
−
È

2βt+ 1

�
η +

γ

β2

�
+
γt

β
. (3.3.47)

In view of (3.3.46) and (3.3.47), we haveZ ∞
−∞

K(η, y, t)dy =
1

2
√
πt

e
γ
2β [η+s− γ

2β
t]
Z ∞
−∞

e−
1
4t

(y+s)2dy. (3.3.48)

If we substitute y = v − s in equation (3.3.48), we find thatZ ∞
−∞

K(η, y, t)dy =
1

2
√
πt

e
γ
2β [η+s− γ

2β
t]
Z ∞
−∞

e−
1
4t
v2dv

= e
γ
2β [η+s− γ

2β
t] → 1, as t→ 0.

Hence,

lim
t→0

Z ∞
−∞

K(η, y, t)ψ0(y)dy − ψ0(η) = lim
t→0

Z ∞
−∞

K(η, y, t)[ψ0(y)− ψ0(η)]dy.

Once again changing the variable y as above, we get

I :=
Z ∞
−∞

K(η, y, t)[ψ0(y)− ψ0(η)]dy

=
1

2
√
πt

e
γ
2β [η+s− γ

2β
t]
Z ∞
−∞

e−
1
4t
v2 [ψ0(v − s)− ψ0(η)]dv

=
1√
π

e
γ
2β [η+s− γ

2β
t]
Z ∞
−∞

e−z
2

[ψ0(2
√
tz − s)− ψ0(η)]dz.

Let ε > 0 be given and η ∈ R be fixed. Take any (small) real number δ1 > 0

and then define c as follows:

c ≡ sup
{t:|t|<δ1}

¨
1√
π

e
γ
2β [η+s− γ

2β
t]
«
. (3.3.49)
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As
Z ∞
−∞
|u0(z)|dz <∞, we have

|ψ0(2
√
tz − s)| =

�����exp

¨
−1

2

Z 2
√
tz−s

0
u0(r)dr

«�����
6 e

‖u0‖1
2 .

Hence, Z
A

e−z
2|ψ0(2

√
tz − s)|dz 6 e

‖u0‖1
2

Z
A

e−z
2

dz, (3.3.50)

for any subset A of R. We now choose sufficiently large numbers L1 > 0 and

L2 > 0 such that Z
|z|>L1

e−z
2

dz <
ε

4c e
‖u0‖1

2

, (3.3.51)Z
|z|>L2

e−z
2

dz <
ε

4c e
‖u0‖1

2

. (3.3.52)

Assume L to be the maximum of the numbers L1 and L2. Then, in veiw of

(3.3.49)-(3.3.52), one gets����� 1√
π

e
γ
2β [η+s− γ

2β
t]
Z
|z|>L

e−z
2

[ψ0(2
√
tz − s)− ψ0(η)]dz

�����
6 c

����Z|z|>L e−z
2

ψ0(2
√
tz − s)dz

����+ c|ψ0(η)|
����Z|z|>L e−z

2

dz
����

6
ε

4
+
ε

4
=
ε

2
, whenever |t| < δ1. (3.3.53)

As u0 is continuous in R, ψ0 is uniformly continuous on any closed interval con-

taining the set¨
2
√
tz +

È
2βt+ 1

�
η +

γ

β2

�
− γ

β2
− γt

β
: |z| < L and |t| < δ1

«
.

This assures that there exists a small number δ2 > 0 such that

|ψ0(2
√
tz − s)− ψ0(η)| < ε

2
√
πc

whenever |2
√
tz − s− η| < δ2,

where c is given in (3.3.49). Let gt(z) := 2
√
tz − s− η, ∀ z ∈ [−L,L], where s is

given in (3.3.47). It is seen that gt(z) converges uniformly to 0 as t → 0. Hence

there exists a small number δ(6 δ1) > 0 such that |gt(z)| < δ2 whenever |t| < δ.

Thus, we obtain����� 1√
π

e
γ
2β [η+s− γ

2β
t]
Z L

−L
e−z

2

[ψ0(2
√
tz − s)− ψ0(η)]dz

����� < ε

2
, (3.3.54)

46



whenever |t| < δ.

Finally, in view of (3.3.53) and (3.3.54), the modulus of I is smaller than ε

when |t| < δ. This completes the proof.

Theorem 3.3.2. Suppose that
Z ∞
−∞
|u0(x)|dx <∞ and u0 is continuous on R.

Then the integral representation

(2βt+ 1)
γ2

8β3

Z ∞
−∞

K(η, y, t)ψ0(y)dy = ψ(η, t), (3.3.55)

becomes a classical solution of the partial differential equation (3.2.25) satisfying

the initial data in the limit sense as follows:

lim
t→0

ψ(η, t) = ψ0(η), (3.3.56)

where ψ0(η) and K(η, y, t) are as in (3.3.41) and (3.3.46) respectively.

Proof. The assumption u0 ∈ L1(R) implies that ψ0(η) 6 e
‖u0‖1

2 , which in turn

implies that the integral

(2βt+ 1)
γ2

8β3

Z ∞
−∞

K(η, y, t)ψ0(y)dy,

converges for all η ∈ R and t > 0.

Let

W (η, y, t) := (2βt+ 1)
γ2

8β3K(η, y, t)

=:
(2βt+ 1)

γ2

8β3

2
√
πt

J(η, y, t),

(3.3.57)

where

J(η, y, t) = exp

¨
γ

2β
(η − y)− 1

4t
[P (η, y, t)]2

«
,

and P (η, y, t) is given in (3.3.44). To show that ψ(η, t) satisfies equation (3.2.25),

it suffices to verify that

(2βt+ 1)Wt = βηWη +Wηη −
γ

2
ηW.

Computing partial derivatives for W , we obtain

Wt =
(2βt+ 1)

γ2

8β3

2
√
πt

J(η, y, t)

×
¨

γ2

4β2(2βt+ 1)
− 1

2t
− β

2t
√

2βt+ 1

�
η +

γ

β2

�
P +

1

4t2
P 2

«
, (3.3.58)
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Wη =
(2βt+ 1)

γ2

8β3

2
√
πt

J(η, y, t)

(
γ

2β
−
√

2βt+ 1

2t
P

)
, (3.3.59)

and

Wηη =
(2βt+ 1)

γ2

8β3

2
√
πt

J(η, y, t)

8<:
"
γ

2β
−
√

2βt+ 1

2t
P

#2

− 2βt+ 1

2t

9=; . (3.3.60)

From (3.3.57)− (3.3.60), one can see that

βηWη +Wηη −
γ

2
ηW =

(2βt+ 1)
γ2

8β3

2
√
πt

J(η, y, t)

×
(
γ2

4β2
− 2βt+ 1

2t
− β
√

2βt+ 1

2t

�
η +

γ

β2

�
P +

2βt+ 1

4t2
P 2

)
= (2βt+ 1)Wt.

Hence ψ(η, t) satisfies the partial differential equation (3.2.25) and proof of (3.3.56)

follows from the Lemma 3.3.1.

Proposition 3.3.3. Suppose that the initial data u0(x) satisfies either the condi-

tion exp{ −1
2

R x
0 u0(r)dr} ∈ L2(R, eβx2/2) or u0(x) = o(x) for large |x| and u0 is

continuous on R. Then also the integral representation (3.3.55) converges for all

η ∈ R, t > 0 and satisfies the linear partial differential equation (3.2.25).

Proof. Suppose that u0(x) satisfies the condition

exp{ −1

2

Z x

0
u0(r)dr} ∈ L2(R, eβx2/2).

Then

e−
1
2

R x
0
u0(r)dr+βx2

4 ∈ L2(R)

and we know that e−
βx2

4 ∈ L2(R) as β > 0. Hence, using the Holder’s inequality,

we have Z
R

e−
1
2

R x
0
u0(r)drdx =

Z
R

e−
1
2

R x
0
u0(r)dr+βx2

4
−βx

2

4 dx

≤




e− 1

2

R x
0
u0(r)dr+βx2

4






2





e−βx24 




2

< ∞. (3.3.61)
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From this, it is clear that u0(x) satisfies

exp
§
−
Z x

0
u0(r)dr

ª
∈ L1(R). (3.3.62)

Now using the inequality of arithmetic and geometric means, we can find that

|K(η, y, t)ψ0(y)| 6 1

2

�
K2(η, y, t) + ψ2

0(y)
�
.

Integrating the above inequality over (−∞,∞) with respect to y, we getZ ∞
−∞
|K(η, y, t)ψ0(y)|dy 6

1

2

Z ∞
−∞

K2(η, y, t)dy +
1

2

Z ∞
−∞

ψ2
0(y)dy

6
1

8πt
e
γ
β [η+s− γ

2β
t]
Z ∞
−∞

e−
1
2t
v2dv

+
1

2

Z ∞
−∞

e−
R y
0
u0(r)drdy, (3.3.63)

where v = y + s and s = γ
β2 −

√
2βt+ 1

�
η + γ

β2

�
+ γt

β
. In view of (3.3.62) and

(3.3.63), we can conclude that ψ(η, t) converges for all η ∈ R and t > 0.

The assumptions u0(x) = o(x) for large |x| and u0 is continuous on R imply that

ψ0(η) = eo(η
2) for large |η| and ψ0 is continuous on R, these two facts assure that

integral representation of ψ(η, t) in (3.3.55) converges for all η ∈ R and t > 0.

Remark 3.3.4. The function classes

{f(x) : f(x) = o(x) for large |x| and f is continuous on R}

and �
f(x) : exp{ −1

2

Z x

0
f(r)dr} ∈ L2(R, eβx2/2)

�
are disjoint.

Theorem 3.3.5. Suppose that
Z ∞
−∞
|u0(x)|dx <∞ and u0 is continuous in R.

Then

u(x, t) =
−2√

2βt+ 1

R∞
−∞

∂
∂η
K(η, y, t)ψ0(y)dyR∞

−∞K(η, y, t)ψ0(y)dy
∀ x ∈ R, t > 0, (3.3.64)

defines a solution of (3.1.14) satisfying the initial data in the following sense:Z x

0
u(r, t)dr →

Z x

0
u0(r)dr as t→ 0, (3.3.65)
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where η = x√
2βt+1

. And there exists a positive real number C such that�����u(x, t)− γ

β

�
1− 1√

2βt+ 1

������ 6 C
1√
t
, ∀ x ∈ R and t > 0, (3.3.66)

where ψ0(η) and K(η, y, t) are as in (3.3.41) and (3.3.46) respectively.

Proof. Since u0 ∈ L1(R), it is clear that the integral

ψ(η, t) = (2βt+ 1)
γ2

8β3

Z ∞
−∞

K(η, y, t)ψ0(y)dy

=
(2βt+ 1)

γ2

8β3

√
π

e
γ
2β [η+s− γ

2β
t]
Z ∞
−∞

e−z
2

ψ0(2
√
tz − s)dz,

(3.3.67)

where s = γ
β2−
√

2βt+ 1
�
η + γ

β2

�
+ γt

β
, converges for all η ∈ R and t > 0. From the

Theorem 3.3.2, we conclude that ψ(η, t) solves (3.2.25) and satisfies the condition

lim
t→0

ψ(η, t) = ψ0(η).

Hence

u(x, t) =
−2√

2βt+ 1

ψη(η, t)

ψ(η, t)
,

defines a solution of (3.1.14) for t > 0. Further, since η =
x√

2βt+ 1
, we have the

following for F (η, t) ≡ ψη(η,t)
ψ(η,t)

:Z x

0
u(r, t)dr = − 2√

1 + 2βt

Z x

0
F

�
r√

2βt+ 1
, t

�
dr

= −2
Z η

0
F (s, t)ds

= −2 logψ(η, t) + 2 logψ(0, t)

→ −2 logψ0(x) + 2 logψ0(0)

= −2
Z x

0

ψ0η(η)

ψ0(η)
dη

=
Z x

0
u0(r)dr as t→ 0.

Thus, we are left to prove the inequality (3.3.66). Finding partial derivative of ψ

in equation (3.3.67) with respect to η, we have

ψη(η, t) =
(2βt+ 1)

γ2

8β3

√
π

e
γ
2β [η+s− γ

2β
t]

×
Z ∞
−∞

"
γ

2β

�
1−

È
2βt+ 1

�
+

√
2βt+ 1√

t
z

#
e−z

2

ψ0(2
√
tz − s)dz.
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Therefore,

u(x, t) =
−2√

2βt+ 1

ψη(η, t)

ψ(η, t)

=
γ

β

�
1− 1√

2βt+ 1

�
− 2√

t

R∞
−∞ ze−z

2
ψ0(2
√
tz − s)dzR∞

−∞ e−z2ψ0(2
√
tz − s)dz

. (3.3.68)

We know that

−
Z 2
√
tz−s

0
u0(r)dr 6 ‖u0‖1

and so

e−
1
2

R 2
√
tz−s

0
u0(r)dr 6 e

‖u0‖1
2 .

Hence, ����Z ∞−∞ ze−z
2

ψ0(2
√
tz − s)dz

���� 6
Z ∞
−∞
|z|e−z2|ψ0(2

√
tz − s)|dz

6 e
‖u0‖1

2

Z ∞
−∞
|z|e−z2dz = e

‖u0‖1
2 , (3.3.69)

where the result
Z ∞
−∞
|z|e−z2dz = 1 is used. One can also take

Z 2
√
tz−s

0
u0(r)dr 6 ‖u0‖1

and so

e−
1
2

R 2
√
tz−s

0
u0(r)dr > e−

‖u0‖1
2 .

Multiplying the above inequality by e−z
2

and integrating over R, we obtainZ ∞
−∞

e−z
2

ψ0(2
√
tz − s)dz >

√
πe−

‖u0‖1
2 > 0

and hence ����Z ∞−∞ e−z
2

ψ0(2
√
tz − s)dz

���� > √πe−
‖u0‖1

2 . (3.3.70)

Clearly (3.3.66) follows from (3.3.68) in view of the inequalities (3.3.69) and

(3.3.70) with C = 2√
π
e‖u0‖1 .

Remark 3.3.6. Suppose that u0(x) ∈ L1
loc(R), u0 is continuous on R and u0(x) =

o(x) for large |x|. Then also the statement of (3.3.64) and (3.3.65) of the Theorem

3.3.5 holds by virtue of the Proposition 3.3.3.
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Having proved the inequality (3.3.66), we are ready to give the error estimates.

Set

v0(x, t) :=
γ

β
− γ

β
√

2βt+ 1
.

It is to be observed that v0(x, t) is a solution of the initial value problem (3.1.14)-

(3.1.15) with a specific initial data u0(x) ≡ 0 ∀ x ∈ R. Let us now treat u(x, t)

as a (true) solution and v0(x, t) as an approximate solution of the initial value

problem (3.1.14)-(3.1.15). Then we show that the approximate solution v0(x, t)

differs from the true solution u(x, t) by an error of the order O(t−
1
2 ) as t → ∞

with respect to the Lp-norm, where 1 6 p 6∞. In view of the inequality (3.3.66)

of the Theorem 3.3.5, v0(x, t) converges uniformly to u(x, t) as t→∞. Hence

‖u(., t)− v0(., t)‖L∞(R) → 0 as t→∞.

Further, we can say that

‖u(., t)− v0(., t)‖L∞(R) = O(t−
1
2 ) as t→∞.

If K is any compact subset of R, then

‖u(., t)− v0(., t)‖LP (K) = O(t−
1
2 ) as t→∞,

where 1 6 p <∞.

Remark 3.3.7. It is to be noted that u(x, t) is convergent uniformly as t →

∞ irrespective of ψ(η, t) in (3.2.40) is convergent or divergent, in view of the

asymptotic behavior of ψ(η, t) discussed in (3.2.39) and (3.3.66).

Remark 3.3.8. We now mention two more solutions of the forced Burgers equa-

tion (3.1.14),

1. v1(x, t) := 2βx
2βt+1

+ γ

β
√

2βt+1
, ∀ x ∈ R, t > 0,

2. v2(x, t) := γ

β
√

2βt+1

�
1 + 1

βt

�
+ x

2βt+1

�
2β + 1

t

�
, ∀ x ∈ R, t > 0.

In fact, the solutions v1(x, t) and v2(x, t) were noticed while studying the large

time behavior of the solution ψ(η, t) of the partial differential equation (3.2.25) as

well as its partial derivative ψη(η, t) and while studying the expression of u(x, t)

in (3.3.68) respectively.
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3.4 Appendix

As mentioned in Section 3.2, we now show that the expression u(x, t) obtained

through the Cole-Hopf like transformation

u(x, t) =
−2√

2βt+ 1

ψη(η, t)

ψ(η, t)
, (3.4.71)

where η = x√
2βt+1

, would satisfy the forced Burgers equation (3.1.14) if ψ(η, t) is

obtained by solving (3.2.25).

Suppose that the solution ψ(η, t) of (3.2.25) is found. Then introduce Φ(η, t)

as follows:

Φ(η, t) ≡ −2 log (ψ(η, t)), η ∈ R, t > 0. (3.4.72)

Hence, substitution of ψ(η, t) = e−
1
2

Φ(η,t) into (3.2.25) gives the partial differential

equation:

(1 + 2βt)Φt = βηΦη + Φηη −
1

2
(Φη)

2 + γη. (3.4.73)

Differentiating the above equation with respect to η, one obtains

(1 + 2βt)Φηt = β(ηΦηη + Φη) + Φηηη − ΦηΦηη + γ. (3.4.74)

We now pick up the spacial derivative of Φ as follows:

φ(η, t) ≡ Φη(η, t). (3.4.75)

This expression will reduce the partial differential equation (3.4.74) to

(1 + 2βt)φt = β(ηφη + φ) + φηη − φφη + γ. (3.4.76)

Let us also introduce a dependent and independent variables as follows:

v(x, t) ≡ φ(η, t), (3.4.77)

x =
È

1 + 2βt η, t = t.

With these variables, the equation (3.4.76) is transformed to

(1 + 2βt)vt = βv + (1 + 2βt)vxx −
È

1 + 2βt vvx + γ. (3.4.78)
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Finally, introduce

u(x, t) ≡ v(x, t)√
1 + 2βt

. (3.4.79)

Summing up the transformations (3.4.79), (3.4.77), (3.4.75) and (3.4.72) gives us

the same Cole-Hopf like transformation (3.4.71). In view of (3.4.79), the equation

(3.4.78) changes to the forced Burgers equation (3.1.14) concluding the required

result.
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Chapter 4

Conclusion

An asymptotic approximate solution to the Cauchy problem for diffusion equa-

tion (2.1.1)-(2.1.2) was proposed in Chapter 2 and its higher order convergence

was proved. This approximate solution was constructed by making the first k+ 3

initial moments of it to agree with those of the true solution. Large time asymp-

totics for diffusion equation as well as Burgers equation were studied with the

help of proposed approximate solution. Finally, some advantages of the proposed

approximation were given by comparing it with Yanagisawa (2007)’s approximate

solution.

In Chapter 3, explicit solutions in terms of Hermite polynomials were derived

to the viscous Burgers equation with a forcing term (3.1.14) subject to the initial

data (3.1.16)-(3.1.17). This process mainly depended on the Cole-Hopf like trans-

formation and then the method of separation of variables. Further, we proved the

existence of a solution to Cauchy problem (3.1.14)-(3.1.15). We found an approxi-

mate solution to (3.1.14)-(3.1.15) which is, in fact, the solution to (3.1.14)-(3.1.15)

with u0(x) is identically 0 on R. Finally, we established the rates of convergence

to asymptotic approximation as order O(t−
1
2 ) in Lp−norm, where 1 6 p 6 ∞,

for large time. However, more challenging task is to obtain higher order error

estimates for the problem considered in Chapter 3. One may ask whether the

asymptotic approximation given in Chapter 3 is unique or not with the decay rate

O(t−
1
2 ) for large time. We have no answer for this question right now.
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