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ABSTRACT 

 

There has been growing interest in the use of chaotic techniques for enabling secure 

communication in recent years. A number of researchers have focused their energies 

to develop communication strategies based on the discipline of chaotic mechanics. 

This need has been motivated by the emergence of a number of wireless services 

which require the channel to provide very low Bit-Error-Rate (BER), high bandwidth 

efficiency along with information security. Simultaneous provision of these three 

conflicting requirements is difficult to achieve with conventional communication 

strategies. This has motivated researchers in the Communication Engineering 

community to explore new domains in their search for efficient and secure 

communication techniques.   

 

This work reported in this thesis has aimed at the study, design and validation (via 

analysis and simulation) of techniques derived from chaotic mechanics to enhance 

security and BER performance at physical layer for wireless communication. Both RF 

and Optical Wireless system domains have been included in our study. Conventional 

techniques aiming to provide security enhancement at the physical layer have 

employed spreading sequences.  The use of these techniques requires bandwidth 

expansion, and the amount of security is limited. Further, the security provided by 

these techniques comes with a penalty in BER performance and bandwidth efficiency. 

As a consequence of rapidly increasing demand for wireless services and limited 

licensed bandwidth, there is a strong need for bandwidth efficient secure systems. In 

our work, we have designed and verified (by analysis and simulation) chaos-based 

systems with enhanced BER performance and bandwidth efficiency similar to that 

offered by conventional PN sequence based systems. We have also proposed 

techniques that are applicable to the emerging domain of Free Space Optical (FSO) 

communication because this technology has the potential of providing fiber like 

unlicensed bandwidth for high speed short distance communication links.  

 

We have started the discussion with a study of the issues involved in synchronization 

between master and slave chaotic systems. We have suggested the use of Low Density 
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Parity Check (LDPC) error correcting code in the system to reinforce the ability of the 

system resist noise and facilitate the synchronization between master and slave 

systems in presence of AWGN. In addition, it is shown that synchronization can be 

achieved even when the spreading factor is decreased to low values (   ).  

 

We have proposed a dual chaotic encryption algorithm to solve the dynamical 

degradation problem. An important feature in the analysis of the dynamical systems is 

system stability, which can be determined using the Lyapunov Exponent (LE). We 

have computed the LE for the single and dual chaotic maps. We have also 

investigated the BER for different types of dual and single chaotic maps by 

employing Chaos Shift Keying (CSK) modulation scheme with Multiple-Input-

Multiple-Output (MIMO) communication system under AWGN channel. Simulation 

results indicate that the single tent map gives acceptable security and superior BER 

performance as compared to dual tent map which gives the superior security but with 

relatively lesser BER performance. 

 

Although the chaotic sequences are more secure as compared to PN sequences, they 

are inferior in terms of bandwidth efficiency and BER performance. In order to 

overcome this limitation, we have proposed the use of a chaotic modulation schemes 

in MIMO channels. The BER performance of coherent and non-coherent chaotic 

modulation schemes combined with     and     Alamouti schemes over AWGN 

channel and Rayleigh fading channel have been evaluated and compared.  

 

Continuing further in our efforts to propose superior communication strategies, we 

have proposed a concatenated scheme involving the combination of LDPC and 

MIMO schemes based on chaotic technique. The security and BER performance of 

this Chaotic-LDPC scheme with two transmit antennas and two receive antennas 

under various channel models has been evaluated. We have discussed the theory and 

carried out detailed analysis pertaining to encoding/decoding of  chaotic modulation 

schemes,  the use of suitable LDPC codes  and MIMO schemes for providing secure 

and reliable communication over the AWGN channel, the Rayleigh fading channel 

and the Gamma-Gamma fading channel. 
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To improve security and reliability with enhanced throughput, we have proposed a 

Quadrature Chaos Shift Keying (QCSK) modulation scheme with high rate STBC. 

The bandwidth efficiency of chaos based communication schemes is inferior to that of 

the traditional communication schemes. To address this problem, we have designed a 

rate-
 

 
 and rate-

 

 
 full diversity orthogonal STBC for QCSK and 2 transmit antennas 

and 2 receive antennas. Simulation results indicate that these high rate codes achieve 

better throughputs in the high SNR region. It is seen that a rate-
 

 
 code achieves a 25% 

improvement in information rate and -
 

 
 code achieves a 50% improvement in 

information rate increase compared to the traditional Alamouti scheme for 

Differential Chaos Shift Keying (DCSK).   

 

To evaluate the performance of these techniques in multi-user environment, we have 

analyzed and evaluated the anti-jamming performance of CSK in a MIMO channel. 

The BER performance analysis for three common types of jamming, namely single-

tone jamming, pulsed sinusoidal jamming and multi-tone jamming under different 

levels of noise power over AWGN channel has been derived and evaluated. We have 

also discussed the design and evaluated the performance of a communication system 

that combines a MIMO scheme with a chaotic sequence based Direct Sequence Code 

Division Multiple Access (DS-CDMA) scheme.  

 

In the last part of our work, we have considered the application of the chaotic 

techniques in the Free-Space Optical (FSO) communication system. The design 

analysis, simulation and BER performance evaluation of different optical chaotic 

modulation schemes with MIMO-FSO communication system are presented. 

Simulations were carried out using available simulators from Rsoft, OPTSIM   

version 5.2.  

 

The main aim of this work is to assess the feasibility of employing Space-Time Coded 

chaotic communications over MIMO communication channels (both RF and Optical). 

Our analyses and simulations show that it is feasible to develop reliable and secure 

communication systems based on chaotic modulation schemes combined with MIMO 
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and channel codes. These systems can provide the benefits of information integrity, 

security and enhanced throughput. It is hoped that the use of tools from chaotic 

mechanics will enable communication engineers to devise strategies that will allow 

wide dissemination of wireless services to all of humankind.  

 

Key Words: Chaotic Technique, Wireless Communications, MIMO, LDPC, FSO    
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CHAPTER 1 

 

INTRODUCTION  

 

1.1 Introduction to Chaotic Techniques 

 

The study and understanding of chaotic phenomenon in nature gained popularity in 

the minds of the general populace with the publication of “Chaos: Making A New 

Science”, by James Gleick in 1987. Since then, the study of chaotic dynamics has 

found its way into many fields. Chaotic sequences are very difficult to predict and 

identify due to the nonperiodic nature and instability of the chaotic sequences [Anjam 

R. and Maaruf A., 2008]. 

 

One very important application has been in the fields of information security and 

secure communication. This is because systems providing information security and 

secure communication require features such as the characteristics of internal 

randomness and sensitive dependence on initial conditions both of which are readily 

provided by chaotic systems. Chaotic circuits and their applications for secure 

communications have received a great deal of attention since Pecora and Carroll 

[1990] proposed a method to synchronize two identical chaotic systems [Jing P, 

Yanbin Z., Lei N. and Qun D. 2012,]. 

 

Generally speaking, the complex dynamics of the process of a chaotic system has 

following characteristics: 

 

(1) Small change in initial conditions can produce highly dissimilar output 

sequences. (Highly sensitive dependence on initial conditions). 

(2) The largest Lyapunov Exponent is greater than zero; 

(3) Chaotic attractor in the phase space is bounded on the whole, but it has a high 

degree of instability of orbits in the attractors [Wang Y, Wang J and Si F, 

2013]. 
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Figure 1.1 illustrates the trace of two chaotic sequences based on an identical chaotic 

map with a slightly difference in their initial conditions. In this plot,     represents the 

current symbols of the chaotic sequence [Wai T, Francis L and Chi T, 2007]. Note 

that the blue line represents of one chaotic sequence while the red line represents the 

trace of the other sequence. Although the difference in initial conditions is very small, 

it is observed that the two chaotic signals separate rapidly from each other after a 

short time period. Therefore, by using initial values separated by small amounts, it is 

possible to produce a large number of chaotic signals.  

 

 

Figure 1.1 Waveforms of two chaotic signals  

It is well known that as compared to wired links, wireless links are more prone to 

hazards like eavesdropping, hacking and external monitoring by unknown entities.  

 

The aim of this thesis is to propose solutions to the problems of enhancing the 

reliability and security of wireless RF and Optical communication links by employing 

techniques from Chaos dynamics.  

 

In conventional links, security can be achieved on network layer by implementing 

various security algorithms such as Data Encryption Standard (DES), triple DES, 

various key generation and exchange algorithms, etc [Ranjan B. and Amitabha 

B.,1996]. An alternative method to achieve security is by using orthogonal sequence 
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for data scrambling on physical layer. Some of the well known sequences that have 

been employed include Pseudo Noise (PN), Gold and Walsh sequences. The 

drawback of using these sequences is that they are periodic in nature (however, they 

can be designed to have very large periods) and can be predicted by observing a long 

sequence of scrambled data. The use of chaotic sequences has been proposed to 

overcome this drawback [Stavroulakis P., 2006].  

 

The use of chaotic sequences has the disadvantage that though they are more secure as 

compared to PN sequences, they are inferior in terms of bandwidth efficiency and (Bit 

Error Rate) BER performance [Lawrence L, Jia L and Lev T, 2006]. 

 

In the light of these facts, the objective of our research work has been to develop 

various schemes to enhance reliability and security of RF and Optical wireless links 

by a combination of Chaotic Modulation combined with Space Time Block Codes 

(STBC) and various channel codes.  

 

Free Space Optical (FSO) communication systems are affected by this trend. Thus, it 

is necessary to design a technique that can maintain the security of information 

against unauthorized eavesdroppers as well as protecting information against channel 

induced perturbations and errors in both Radio Frequency and Optical Wireless 

communication systems.  

 

Optical Wireless systems have attracted the interest of the academic and 

Communication Engineering community with inherent advantages such as high 

bandwidth, low electromagnetic interference, high data rate and ease of deployment. 

Thus, there is an urgent need to develop techniques well suited to the Optical Wireless 

Channel in addition to techniques that are designed for conventional RF/ microwave 

based wireless systems which can secure information against eavesdroppers and 

channel induced distortion.  

 

In [2006], it was demonstrated by Zhi et.al that a correctly designed wireless 

communication method which employs chaotic sequences for providing security can 
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be regarded as being secure. Distinctive features of chaotic signals that make their 

deployment in wireless systems attractive are robustness against channel induced 

impairments in multipath environments and resistance to jamming. Chaotic signals 

are nonperiodic, broadband, and difficult to predict and reconstruct. These are 

properties which match with requirements for signals used to secure data in wireless 

communication systems. 

 

1.2 Chaotic Communication Systems; A review 

 

The simple block diagram of chaotic communication system is shown in Figure 1.2. 

The chaotic modulation technique employed at the transmitter side and 

synchronization at the receiver side provide good security. 

 

In conventional communication systems, data are transmitted from one point to 

another by convert a bit sequences to symbols, and convert symbols to sample 

functions. In a traditional communication system the sample functions passed through 

the channel are weighted sums of sinusoids waveform; in chaotic communication 

systems the sample functions which are generated from chaotic attractors are 

segments of chaotic waveforms. This chaotic sample function for a given symbol is 

non-periodic and different from one symbol interval to another which represents the 

principle difference between the chaotic carrier and traditional periodic carrier. 

 

When a sinusoidal carrier is used, the transmitted power is concentrated in narrow 

band, that way resulting in high power spectral density causing very high attenuation 

over narrow frequency bands especially in a multipath propagation. In addition, 

because of high transmitted power spectral density, the probability of interception in 

narrow band communications is high and cause high levels of interference with other 

users. 

 

These difficulties can be overcome by using spread spectrum communications, which 

uses pseudorandom spreading sequences. The drawbacks of these sequences are: it is 

not possible to achieve synchronization under poor propagation conditions. In 
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addition, these the pseudorandom sequences required additional circuitry in spreading 

and dispreading processing. 

 

The difficulties summarized above can be overcome by using chaotic signals which 

characterized by a wideband signals that can be generated using very simple circuitry.      

[ Geza K., Michael K. and Leon C., 1997, Geza K., Michael K. and Leon C., 1998]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 Block diagram of chaotic communication system 

 

The interest of the Communication Engineering community to this field dates back to 

the work of Pecora and Carroll [Pecora M. and Carroll L., 1990] who investigated the 

linking of two chaotic systems with common signals.  It has been shown that when the 

sign of Lyapunov exponents for the subsystems are all negative, the system will 

synchronize. It has been found that the synchronization appears to be structurally 

stable.  

These ideas have been applied to several well-known systems (e.g. Lorenz and 

Rossler) as well as to the construction of physical set of chaotic synchronization 

circuits. In [1993], Frey D. proposed a method to use chaotic signals in the digital 

domain for secure communications. The method used a nonlinear digital filter with 

finite precision (8 bits) in conjunction with inverse filter to implement an encoder and 
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decoder respectively. Jaijin L. and Douglas W. [1995] investigated a secure 

communication scheme using chaotic system. This system employed a noise 

reduction method which reduces the dynamical error. It was further realized that this 

system did not require synchronization of the receiver to the transmitter and was 

robust against channel induced noise. 

 

In the year [2000], Jianmeng Z.  and Shuqing W.  Presented a method to use chaotic 

signals in the digital domain for secure communications. This method uses a well-

trained multilayer neural network to generate the chaotic sequence whose randomness 

properties are excellent. It was demonstrated that this method has good immunity to 

interference and can be implemented easily. Thus they concluded that a chaotic secure 

communication system based on neural network can be designed to be robust with 

respect to information security considerations. 

 

In [2002], Zhong presented a new technique to transmit and receive an information-

bearing signal by employing chaotic systems. In contrast to existing systems 

characterized by the use of one transmission line, a two channel transmission method 

was proposed. It was demonstrated that this technique had the advantage of faster 

synchronization and higher security. In [2004], Guopeng T. et al has been proposed a 

secure communication system based on symbolic dynamics. The masked message 

sequence was tracked with a symbolic sequence generated by another tent map. It was 

concluded that this algorithm had many desired properties such as high speed, ease 

simple implementation and high security. In [2005], Safwan  and Chadi proposed a 

secure spread spectrum communication system, using chaotic spreading sequences 

and also developed a digital chaotic codec. Zhi D. et al in [2006] presented a secure 

communication method based on chaotic synchronization. This scheme has the 

characteristics of simple design, fast synchronization speed and high security. 

 

Hang K. and The L. [2009] proposed a scheme that improved the security and 

accuracy of transmitted information that proposed a new wireless communication 

structure based on three coupled chaotic systems. The performance of this scheme 

including the calculation of BER as a function of SNR in the AWGN channel has 
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been verified. Li. F. and Gang Z., [2010] investigated a chaotic secure communication 

scheme based on Logistic map. The synchronization method was based on nonlinear 

control by Logistic map. It has been found that with this method, the system 

synchronization can always be achieved with just a single iteration.  

 

Stamatios V. [2010] studied the security vulnerabilities of FSO links by using chaos 

(logistic map). In [2012], Chi C. and Chao C. developed a robust synchronization 

scheme for two different chaotic systems exposed to bounded noise. It was shown that 

decryption attempts using a slightly incorrect key failed and recovery of the original 

message was not possible. 

 

In addition to using chaos sequences to enhance information security, many 

researchers have attempted to design digital communication systems similar to phase 

modulation schemes (PSK) by employing the idea of chaotic modulation. In [1996], 

Ling C. and Sun S. proposed coherent demodulation of Chaos Shift Keying (CSK) 

using Lorenz-based chaotic circuits. They have proposed a simple solution to the 

synchronization problem and the allowable bit rate has been assessed. 

 

In [1996], Liu J. et al presented a chaotic secure communication via CSK modulation 

using a receiver with feedback control. The transmitter and receiver have been built 

with Chua’s circuits. Henry L. and Jennifer L. [1997] proposed chaotic modulation 

for Spread Spectrum (SS) and Code Division Multiple Access (CDMA) 

communication. The demodulation of this communication scheme has been built 

using an adaptive filter. It has been found that an adaptive filter can reduce the effect 

of channel noise. Geza K. et al [1998] combined the Differential Chaos Shift Keying 

(DCSK) technique with frequency modulation (FM) in order to improve the BER 

performance of DCSK and keep the bit energy constant.  

In [2001], Chris W. addressed the issues of communicating over radio channel with 

continuous time chaotic signal with synchronized and non-synchronized methods. He 

proposed models for radio channels (which included modeling of multipath and 

Doppler effects).  
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In [2001] Liu J. et al studied chaotic optical-communication systems using 

semiconductor lasers. The dynamics, synchronization, message encoding and 

decoding have been modeled and studied numerically and experimentally for two 

systems based on optical injection and delayed optoelectronic feedback of 

semiconductor lasers in an autonomous nonlinear system with three dynamic 

variables. In [2002], Zakria N. et al presented a new approach for the design of DS-

CDMA signal by performing modulation using CSK. The chaotic generator was based 

on Lorenz system which was modified in order to control the amplitude and 

frequency of the chaotic signal as well as provide synchronization between the 

receiver and transmitter. The results have indicated that the receiver can recover the 

transmitted information without any degradation and with high security. In [2002], 

Wang J. and Xu Z. proposed a new version of DCSK which can double the data rate 

without an increase in complexity of the chaotic communication system. In [2004], Ji 

Y. discussed the effect of the chaotic map employed in CSK communication systems. 

He has deduced the conditions to be satisfied for an optimal map. In addition, he has 

also presented simulation results using the optimal map and has compared these with 

those obtained by the use of commonly used chaotic maps. The design of both 

coherent and non-coherent CSK systems, with spreading factor of two, has been 

presented. In [2005], Yuu S. and Zahir H. investigated an approach in CSK for secure 

communication systems. Two different chaotic maps namely logistic map and 

modified logistic map for chaos shift keying modulation scheme has been proposed in 

this study. Additional control parameters have been provided to increase the 

randomness of chaotic behavior. In [2006] Guangyi W. et al investigated the BER 

performance analysis of chaos shift keying modulation scheme in noisy multiuser 

environment. The Logistic map was used to provide the discrete chaos generator. The 

BER in terms of signal-to-noise ratio has been derived. In [2007], Kaddoum G.et al 

studied the coherent reception of DS-CDMA by using chaotic sequences in the place 

of conventional PN spreading code. A Piecewise Linear Map (PLM) has been used as 

Chaotic Spreading Sequence (CSS). An analytical expression of the bit error rate in 

the single user case was presented. In [2008], Zhibo Z. et al employed an exact 

method to analyze the BER performance of DCSK communication system over 

fading channels. The exact BER performance of DCSK in Nakagami-m, Rayleigh and 
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Rician fading channels was studied. Gaussian Approximation  (GA) method has been 

compared with the exact method. Jiamin P. and He Z. in [2009] investigated an 

enhanced chaos shift keying which they named as FM-QACSK. They concluded that 

this scheme improves the speed of chaos shift keying and its noise performance is 

better than other chaotic communication systems, such as DCSK and QDCSK.  In the 

same year, Songsheng Z. et al [2009] presented the design of a QDCSK 

communication system. The scheme is developed from M-ary phase shift keying and 

Quadrature Chaos Shift Keying (QCSK). This scheme combines the advantages of 

and characteristics of chaotic communication systems with higher efficiency of 

bandwidth usage and transmitting speed. In [2010], Chunyan H. and Fenguan M. used 

a simple and effective approach for analyzing the multiuser performance of coherent 

CSK system in the presence of noise. They have provided a quantitative description of 

the performance of multi-user chaos based communications in the presence of noise. 

Using Logistic map as the chaotic signal generator and assuming ideal 

synchronization at receiver, the BER of CSK has been derived in term of noise 

intensity. Long M., Chen Y. and Peng F., [2012] improved the BER of CSK for an 

AWGN by applying trimming operation to the Chebyshev polynomial function of 

order 2 and the piecewise linear map to make the input source possess a distribution 

which is more Gaussian. Numerical results show that the proposed method can 

achieve performance gains of up to 3.5 dB in signal-to-noise ratio over the 

conventional method without trimming. 

 

Yuu L. et al [2005] showed that the use of CSK with a transmit diversity technique 

such as beamforming and space-time coding can provide a secure communication link 

with improvement in the system performance. Zheng G. et al [2008] investigated the 

problem of secure communication based on Multiple Input Multiple Output (MIMO) 

chaotic systems. The proposed scheme also has been improved into an amplitude 

independent one. Huanfei M. and Haibin K. [2009] investigated the feasibility of 

using chaotic communications in MIMO channel. DCSK modulation has been chosen 

as a bench mark and Alamouti space-time code scheme has been used for the 2 

transmit and 2 receiver antennas wireless system. Based on the evaluation of system 

performance, improvements have been also discussed. Jose L. and Sebastien R. 
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[2010] presented a technique that provides spatial diversity for a CSK transceiver. It 

has been found that the MIMO systems greatly improve the BER performance of a 

chaotic communications over the Rayleigh channel. Shilian W. and Xiaodong W. 

[2010] investigated M-DCSK in MIMO wireless multipath fading channels. Two 

transceiver systems which require no channel state information either at transmitter or 

at receiver have been proposed. The first system employs a distinct chaotic signal at 

each transmit antenna and the second scheme employs a single chaotic spreading 

sequence and make use of adaptive transmit and receive beamforming. It has been 

concluded that the both schemes can effectively exploit the spatial diversity of the 

underlying MIMO system and that the adaptive beamforming scheme significantly 

outperforms the ominidirectional transmission. Eiji O. in [2011] presented a chaos 

MIMO transmission scheme to achieve secure on physical layer, low-error rate, and 

low complexity transmission. The joint MIMO detection and chaos decoding have 

been done by Maximum Likelihood Decoding (MLD) at the receiver. The Bernoulli 

shift map has been used to generate the chaotic sequence. Kaddoum G. et al [2011] 

investigated the performance of CSK in MIMO communications systems using 

second-order Chebyshev Polynomial Function (CPF) as a chaotic generator. An 

Alamouti space-time code scheme has been combined with CSK system for two 

transmit - two receive antennas. Kaddoum G. et al [2011] analyzed the performance 

of DCSK communications in MIMO system. The Alamouti space-time code for 2 

transmitter and 2 receiver antennas has been used to improve the performance of such 

system. A new approach for computing the BER performance has been provided and 

the analytical BER expression has been derived. Pingping C., Lin and W. Francis L., 

[2013] have been proposed an analog STBC-DCSK scheme. The proposed scheme 

can suppress the inter-transmit-antenna interference in order to recover the transmitted 

information and to achieve the full diversity. Yi F., Jing X. and Guanrong C., [2013] 

have been proposed a multi-access MIMO relay DCSK cooperative diversity system. 

It has been show that the proposed system stands out as a good candidate or 

alternative for energy-constrained wireless communications based on chaotic 

modulation, especially for low-low-power and low-cost WPANs. 
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Zakira et. al  [2002] have  presented a new approach for the design of DS-CDMA 

signal by performing modulation using CSK. In this study, the chaotic generator was 

based on Lorenz system which was modified in order to control the amplitude and 

frequency of the chaotic signal as well as provide synchronization between the 

receiver and transmitter. The results have indicated that with this scheme, the receiver 

is able to recover fully the transmitted information without any degradation and with 

high security. Soobul et. al [2002] have  investigated a chaotic code and its 

performance compared with conventional PN sequences in an AWGN and Rayleigh 

fading channel. Kaddoum et. al  [2007]  have studied the coherent reception of DS-

CDMA in SISO system by using chaotic sequences in the place of conventional PN 

spreading code. A Piecewise Linear Map (PLM) has been used as chaotic Spreading 

Sequence (CSS). An analytical expression of the bit error rate in the single user case 

has been presented. Cherni et. al [2011] have highlighted the role of the spread 

spectrum sequence on the performance of the CDMA MIMO system. They 

considered a family of sequences generated by nonlinear system selected according to 

criteria Maximum `Pic’ of Periodic Correlation (MPPC) and Maximum `Pic’ of 

Aperiodic Correlation (MPAC) correlation. They showed that the use of these 

sequences improves the performance of conventional receiver.  

 

Martin H. and Thomas S. [2002] analyzed the potential of chaos in digital 

communication using the AWGN channel model. An example using the Bernoulli 

shift map has been presented to illustrate the fact that the use of chaotic piecewise 

linear maps has no systematic negative effect for digital communication applications.  

 

In [2003], Thomas and Martin examined the use of chaotic system based on the 

iteration of 1-D and 2-D piecewise linear chaotic maps in a coded modulation scheme.  

 

The transmitted information was imposed on the chaotic system by a small 

perturbation control method. Lin W. and Guanrong C. in [2004] enhanced the 

performance of FM-DCSK using LDPC codes. Through system design and simulation 

it has been shown that the enhanced system is superior to that without LDPC codes by 
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at least 8 dB over AWGN channel. Moreover, it has been concluded that the longer 

the frame, the greater its coding gain.  

 

Kai X. et al. [2009] proposed a novel construction of analog codes based on nonlinear 

chaotic dynamical systems in general and the tent map in particular. The proposed 

construction exploits useful ideas of interleaving and parallel concatenation from 

classical coding theory to protect symbolic coding and subsequently chaotic state. The 

resultant new codes have been labeled as Chaotic Analog Turbo (CAT) codes. Kwok 

W. et al [2010] studied a simultaneous arithmetic coding and encryption scheme in 

which the chaotic map model for arithmetic coding has been determined by a secret 

key and keeps changing. The compressed sequence has been masked by a 

pseudorandom key stream generated by another chaotic map. This two-level 

protection enhances its security level, which results in high key and plaintext 

sensitivity. 

 

Sushanta D. [2006] et al. have proposed a scheme employing two transmit antennas 

by enlarging the set of signals used in Alamouti code by applying constellation power 

scaling and constellation of rotation. This scheme has the advantage that a low-

complexity ML decoding algorithm can be used for decoding. Duy N. et al. [2008] 

constructed a rate 6/4 full-diversity STBC for QPSK and 2 transmit antennas by 

applying constellation scaling and rotation to the set of quaternions used in Alamouti 

code. Also a rate-9/8 full diversity QOSTBC for 4 transmit antennas has been given. 

 

Mihir M. et al. in [2011] considered space–time block coding, for communication 

over Rayleigh fading channels using multiple transmit antennas. 

 

Shilian W., Jiang Z. and Jie Z., [2012] have been proposed non-coherent chaotic 

communication system with Low Probability of Intercept (LPI) based on OFDM. It 

has been shown that the proposed scheme outperforms DCSK under AWGN with 

high bandwidth efficiency.   
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1.3 Organization of the Thesis 

 

This research work presented in this thesis has been organized as follows. In    

Chapter 2 of the thesis we have discussed the technique used to maintain 

synchronization between the transmitter and receiver and the performance 

enhancement resulting from the use of Low Density Parity Check (LDPC) channel 

codes. In addition, this chapter of the thesis discusses the security enhancement 

obtained by the use of dual maps, their Lyapunov exponent and the corresponding 

BER performances implementing     Alamouti schemes.  

 

In chapter 3 we have shown that various chaotic modulation schemes like CSK, 

DCSK and CDSK enhance security but suffer from BER degradation. To counteract 

this problem we propose the use of MIMO techniques of various orders. In particular, 

we have considered the use of Alamouti     and     schemes. Further, a 

comparison is made between various chaotic modulation schemes implementing 

various Alamouti techniques in term of BER under Rayleigh fading channel and 

AWGN.  

 

Detection schemes can be categorized into coherent and non-coherent types. In 

coherent detection, (employed in CSK systems), the receiver has to reproduce the 

same chaotic carrier which has been used to carry the information through the process 

known as chaos synchronization. This can be difficult to achieve in practice. In non-

coherent systems, however, the chaotic carrier does not need to be generated at the 

receiver. Usually, non-coherent (DCSK and Correlation Delay Shift Keying (CDSK)) 

detection makes use of some distinguishable properties of the transmitted signals, 

which can be some inherent deterministic properties, or fabricated by a suitable bit 

arrangement, or some statistical properties [Francis L., Chi T., Ming Y. and Sau H., 

2004]. So, non-coherent communication schemes, which do not require the 

reproduction of the chaotic signals at the receiving end, are more feasible in practice 

[Wai T, Francis L., and Chi T., 2006].  
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In this chapter, we have compared the performance of coherent and non-coherent 

Chaotic communication systems over AWGN and Rayleigh fading channels. 

 

In Chapter 4 of the thesis, we have taken into consideration the use of regular and 

irregular LDPC codes for enhancing information integrity in Chaos modulated 

communication systems. We have compared the performance of chaotic systems 

implementing regular and irregular LDPC codes,     MIMO techniques in terms of 

BER performance. 

 

In chapter 5 of the thesis, we discuss the drawbacks of low bandwidth efficiency in 

chaotic systems and suggest solutions for this problem. We conclude that the use of 

QCSK modulation technique and higher rate STBC schemes can increase the 

effective throughput. Unlike DCSK which divides symbol period into two parts for 

one data bit (symbol), QCSK divides the symbol period into four parts for two bit data 

without increasing in spreading factor ( ). The thesis proposes the use of high rate 

STBC like rate-
 

 
  and rate-

 

 
  to further increase the effective throughput. 

 

A wireless communication system is always prone to jamming signals hampering the 

expected performance of the system. So, in chapter 6 of the thesis, we have studied 

the performance of CSK schemes under the influence of a strong jamming signal 

along with AWGN noise. We have considered three different types of jamming in our 

study, that is, sinusoidal jamming, pulse sinusoidal jamming and multi-tone jamming. 

The BER performance of CSK-MIMO (    and     Alamouti schemes) system is 

analyzed in the presence of jamming signals and the robustness of the system against 

jamming has been quantified. 

 

In CDMA applications, PN sequences have been conventionally used for spreading 

scrambling and authentication. In Chapter 7 of the thesis, we propose the use of 

chaotic sequences instead of PN sequences and illustrate the BER performance of the 

systems under Rayleigh fading and Gamma-Gamma fading channel conditions.  
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The BER performance enhancement by using Alamouti MIMO techniques (    and 

    ) is discussed and comparison between various chaotic maps is made. In 

addition, we have also considered the effect of reduction of spreading factor to 

     from      for conventional CDMA systems. The effect of the number of 

users in a cell on the BER performance is discussed for both CSK-CDMA-SISO and 

CSK-CDMA-MIMO systems. 

 

In Chapter 8, we have proposed the use of chaotic techniques to enhance the security 

of FSO systems. The BER degradation due to the use of chaotic techniques is 

resolved by using optical MIMO schemes. This arrangement has the advantage of 

minimizing BER degradation while maintaining information security.  

 

We conclude the thesis in Chapter 9 by summarizing the obtained results, and giving 

directions for further research work in this area. 
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CHAPTER 2 

 

CHAOTIC SECURE COMMUNICATION SYSTEMS BASED ON 

CHAOTIC MAPS 

 

2.1 Introduction 

 

The majority of efficient communication systems are coherent systems. Such systems 

require synchronization between the clock signals (equivalently oscillators) at the 

transmitter and receiver. This is especially true of digital communication systems, 

spread spectrum systems and systems designed to protect the integrity or security of 

information during its passage over the channel. The requirement that the generating 

chaotic signal and the local version generated at the receiver be perfectly 

synchronized is an essential requirement for chaotic communication systems as well.  

In this chapter, we shall discuss the design of a scheme for synchronizing the chaotic 

generators at the transmitter and receiver and then discuss the design of secure 

communication systems based on chaotic maps. In the first part of this chapter, we 

have discussed the master-slave concept of chaotic system synchronization. A method 

of designing and deriving nonlinear control factor for the synchronization of the 

chaotic map master-slave system has been presented. The general approach to master-

slave chaotic map synchronization is demonstrated on the one dimensional chaotic 

tent map. Jovic and Unsworth [2010] have demonstrated that synchronization can be 

achieved and maintained in a chaotic system employing spreading factor       in 

the absence of noise. In this thesis, we have demonstrated the synchronization of 

noiseless system with spreading factor      . While this constitutes an 

improvement on the earlier system, it is found that it cannot achieve synchronization 

in the presence of noise. In addition, synchronization has been achieved with a 

relatively high value of spreading factor. Since the principle source of error in a 

digital communication system is the channel, quantifying the performance of a chaotic 

modulation technique by assuming an ideal channel will not be accurate. A realistic 
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channel model must at least include Additive White Gaussian Noise (AWGN). 

Chaotic synchronization is greatly limited by its sensitivity to noise.  

Even small amounts of noise added to the synchronizing signal can degrade 

synchronization quality and it might not be possible to reconstruct the original chaotic 

signal at the receiver. To overcome these difficulties, we have suggested the use of 

LDPC error correcting code in the system to reinforce the ability of the system resist 

noise and thus facilitate the synchronization between master and slave systems in 

presence of AWGN. In addition, it is shown that this scheme allows synchronization 

can be achieved even when the spreading factor is decreased to low values (   ). 

Low values of   are helpful in the maintenance of chaotic properties. Large value of 

spreading factor leads to loss of chaotic signal properties such as non-periodicity 

[Kaddoum G., Mai V. and Francois G., 2011].  In the second part of this chapter, we 

have discussed the design and performance of dual chaotic system encryption 

algorithm which is a stream cipher algorithm employing two chaotic maps with 

different system parameters and different initial conditions. This gives additional 

flexibility to the designer to create more complex chaotic signals which can resist 

strong eavesdropper attacks. While single chaotic systems are simple to generate, they 

are realized with limited precision and this can lead to dynamical degradation of the 

original system [Yi C, Li Z. and Yifang W., 2010]. To solve the dynamical 

degradation problem, we have introduced a new kind of dual chaotic encryption 

algorithm. In the analysis of the dynamical system an important feature is the system 

stability, which can be determined using the Lyapunov Exponent (LE). In this 

chapter, we have performed numerical computation of the LE for the single and dual 

chaotic maps. 

Contributions of the thesis in Chapter 2: 

 Demonstrate that coherent chaotic communications systems can be practically 

designed and deployed by devising techniques to achieve synchronization 

between transmitter and receiver. 

 Evaluate the security of single and dual chaotic maps and compute their 

Lyapunov Exponent (LE). 
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2.2 Communication System Employing Chaotic Map with LDPC Codes and 

Master-Slave Synchronization 

 

It is well known that keeping information secure via wireless access is difficult, for 

while the wireless information is being broadcast, any person equipped with a suitable 

receiver can intercept information from wireless transmission in the local area. 

Further, it is hard to discover such interceptions. So security of wireless transmission 

is very important. Chaotic systems are characterized by sensitive dependence on 

initial conditions. It is seen that the trace of a chaotic system appears to be completely 

random, making the chaotic signals appear to be unpredictable. This creates a strong 

ability of intercepting avoidance and capture for a longer period time. So, it is said 

that the wireless communication method based on chaotic system is a secure 

communication scheme [Zhi D., Bing W. and Peng L, 2006]. Since the 

synchronization in the scheme proposed by Jovic and Umsowrth [2010] cannot be 

maintained when the spreading factor is less than 400 (large values of spreading 

factor are detrimental to preservation of chaotic signal properties), one of the 

problems addressed in this thesis is to device schemes which can achieve and 

maintain synchronization with a reduced value of spreading factor. This necessitates 

the use of a suitable channel code. We have used LDPC codes in this thesis. The 

various issues pertaining to the design of robust chaotic communication systems in the 

presence of AWGN are discussed and addressed in the remaining part of this chapter. 

 

2.2.1 Synchronization of Chaotic Map 

 

In this section a theorem for the design of nonlinear controllers [Jovic B., 2011] for 

the chaotic map master –slave system is presented. 

 

Theorem: 

Let,   , and                        represent the system errors associated with 

current and next state     and    respectively.  

Suppose: 
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                              ,                        .               (2.1) 

Then:       , as    ,      
 . 

 

Notation:    denotes the magnitude of the Eigen values of matrix while brackets 

   denote the Euclidean norm.  

 

This theorem states that the equilibrium 0, of the error system     , is globally 

asymptotically stable if and only if all eigenvalues of         have magnitude 

less than one. A special case of interest is stated below. 

Special case: If the matrix   is a function of  , then the condition that           

remains bounded must also be satisfied.  

Proof of special case:  

Since  

 

                                                                                                                      (2.2) 

Then                                                          

To ensure that the system represented by equation (2.1) remains bounded it must be 

ensured that all the matrix components of                   remain bounded, that 

is, the condition that           remains bounded, must be satisfied.  

 

2.2.2 System Structure 

 

In this section, we have discussed the design procedure of the synchronizing nonlinear 

control factor for master-slave synchronization of the chaotic tent map. Tent map has 

been chosen because of the simplicity in terms of generating chaotic sequences. The 

mapping has a constant coefficient  , referred to as the peak value.  

This is the point at which the dependent variable reaches its maximum output value. 

The dynamics of the tent map is defined by, 

 

                                                       

  

 
     

    

   
     

                                             (2.3) 
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In equation (2.3),    and      represent the current and next symbols of the chaotic 

sequence respectively and   represents the control parameter of the chaotic tent map 

[Mozsary A., Azzinari L., Krol K. and Porra V., 2001].  

 

 

 

 

 

 

 

Figure 2.1 The dynamic (input-output) relationship of the tent map 

 

 

 

 

 

 

 

 

 

Figure 2.2 Chaotic map communication system based on parameter modulation 

concept (first proposed by Jovic [2010]). 

 

Where in Figure 2.2,    is the nonlinear control factor. 

At the transmitter 

  

                                     

  

       
                         

    

           
                 

                                          (2.4) 

where    is input digital symbol (code) which can take on two values 0 and 1. 

At the receiver,  
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                                             (2.5) 

   and    can be synchronized by nonlinear control factor. 

The error between    and    is 

 

                                                                                                                    (2.6) 

 

Design of nonlinear control factor    for the chaotic tent map 

 

For        , assuming       

 

     
  

 
 

  

 
    

     

 
    

  

 
     

     denotes the error between the chaotic sequence at the transmitter and chaotic 

sequence generated at the receiver. This error is due to the loss of synchronization 

between receiver and the transmitter.    is the control factor which we add to achieve 

synchronization or force synchronization. In order to achieve synchronization,      

should be zero. 

               ([From equation (2.3)]) 

then 

     
  

 
       

   
 

 
          

and 

         

Then 

  
 

 
     

     
 

 
                                              

Then 

    
 

 
  

         



22 
 

                                                           
   

 
                                                            (2.7) 

For        , 

     
    

   
 

    

   
    

     

 
    

   

   
     

But  

                

   
  

   
          

         

      
  

   
                                               

   
 

   
  

 

                                                            
  

   
                                                          (2.8)                                                    

                            

                            

 

So synchronization at the receiver can be achieved when 0 is transmitted, while a-

synchronization occurs when transmitting signal is 1.  

 

A series often bits that are transmitted are shown in Figure 2.3. The corresponding 

transmitted sequence    is shown in Figure 2.4. Figure 2.5 shows the corresponding 

squared synchronization error   
  under noiseless conditions. The received bits are 

detected by squaring and integrating the error   . The output of the integrator is then 

compared to the predetermined threshold and the decision is made whether a bit 0 or 

bit 1 was sent. Figure 2.6 shows the detected signal which is matched to   .  

 

In Figure 2.2, a spreading factor       has been used to represent one bit. Note 

that the spreading factor is the number of chips associated with each bit interval. This 

value of spreading factor is very high.  
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The use of high values of spreading factor   results in the sequence losing some 

characteristics of chaotic behavior. So we have suggested a new secure 

communication scheme based on synchronization of chaotic tent map master-slave 

system corrupted by AWGN with spreading factor (   ) which employs a LDPC 

error correcting code.  

 

 

Figure 2.3 The input signal 

 

.Figure 2.4 The transmitted signal    

 

Figure 2.5 Squared synchronized error   
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Figure 2.6 The detected signal 

 

2.2.3 Representation of LDPC Codes    

 

The simplest LDPC code is a binary linear block code that can be denoted as 

(       ) where   is the code length,    is the column weight (i.e., the number of 

nonzero elements in a column of the parity-check matrix), and    is the row weight 

(i.e., the number of nonzero elements in a row of the parity check matrix). For regular 

LDPC codes,    and    remain invariant for all columns and rows, while for irregular 

ones,    and   may vary for different columns and rows. All LDPC codes, must 

satisfy 

 

                                                                                                                         (2.9)         

where   is a codeword and   is a sparse (i.e., most elements are zero elements) parity-

check matrix. It is the sparseness of   that guarantees the low computing complexity. 

Suppose there are K source bits in each  -bit codeword. Then   is a matrix with 

(   ) rows, each denoting one check, and   columns, each denoting one bit. Each 

bit in   participates in   checks while each check involves   bits [Zongjie T 

Shiyong Z., 2007]. 

 

Tanner graphs, which are essentially bipartite graphs, can be used to represent LDPC 

Codes. The nodes in a Tanner graph fall into two categories: variable nodes, each 

representing one column of the parity-check matrix, and check nodes, each 

representing one row of the parity-check matrix. If each N-bit codeword contains K 
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source bits, as is the case for the simplest LDPC code mentioned earlier, there will be 

  variable nodes and (   ) check nodes in the Tanner graph. An edge will be 

present between variable node j and check node i if the corresponding element in the 

parity-check matrix  ,    , is nonzero. It is apparent that there is at most one edge 

between a variable node and a check node. When the edge does exist, the variable 

node and the check node are adjacent to each other. A typical Tanner graph is 

illustrated in Figure 2.7. In the decoding procedures, belief (i.e. message) is 

propagated along edges between variable nodes and check nodes. 

 

MacKay, et al. [1999] discovered that cycles, especially short ones, tended to degrade 

decoding performance of LDPC codes. Therefore, it is of pivotal importance that 

short cycles be avoided in the construction of LDPC codes.  

 

The decoding of LDPC codes is usually performed using iterative decoding. Optimum 

performance is achieved by the use of sum-product algorithm (or Belief Propagation 

(BP) algorithm) with soft-decision decoding. The process of decoding works as 

follows: 

 

 Initialization: Set the maximum number of iterations, and initialize log-

likelihood ratios (LLR’s) sent from the check node to variable node and the 

LLR sent from the variable node to check node respectively based on 

modulation technique in use and probabilistic characteristics of noise on the 

channel.    

 Calculating iterative the message from bit to check which is the sum of the 

sum-product algorithm 

 Calculating iteratively the message from check to bit which is product of sum-

product algorithm.  

 Calculating the posterior probability of bits;  

 Making a decision (estimate of the transmitted bit) [Sae C., Daived G., 

Thomas R. and Rudiger U, 2001, Zongjie T, Shiyong Z., 2007]. 
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Figure 2.7 A typical Tanner Graph 

 

2.2.4 Communication System Based on Synchronization of Chaotic-LDPC 

Master-Slave under AWGN 

 

The system proposed by us is illustrated in Figure 2.8. 

 

Figure 2.9 shows the chaotic sequences at the transmitter and receiver. It can be 

observed that even with    , the two signal plots closely overlap each other and 

synchronization can be achieved.  We found that whenever the synchronization is lost, 

the proposed synchronization technique regains the synchronization within a time 

period of 2 chip samples (   ). Thus, in this technique, synchronization can be 

achieved and maintained with a very small spreading factor (   ) as compared to 

the work described in [Jovic B. and Unsowrth C. P., 2010] which employs a spreading 

factor of         Hence the proposed technique has lesser complexity in chaotic 

modulation block which partially compensates for increase in complexity due to the 

addition of block comprising of LDPC encoder/ decoder.  
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Figure 2.8 Chaotic tent map communication system based on parameter modulation 

concept and LDPC under AWGN 

 

Figure 2.9 Synchronization between sequences at transmitter and receiver for      

 

The LDPC code is characterized by    =6 and    =3. We set the block length to 
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Figure 2.10 Illustration of the number average number of errors for the chaotic-SISO 

system under AWGN 

 

In reported literature [Jovic B. and Unsowrth C. P., 2011], it has been shown that 

when 50000 data samples are sent at SNR of 8dB, the system employing chaotic 

Single-Input-Single-Output (SISO) technique gives 43 errors (on an average).  

  

After implementation of LDPC channel coding, the number of errors for same data 

size at identical SNR value (8dB) reduces to 1 error (on an average) as shown in 

Figure2.10. This illustrates the fact that the use of LDPC codes can drastically 

improve information integrity at the receiver.  

 

This has motivated us to study the performance of communication system comprising 

of chaotic modulation, LDPC coding followed by Alamouti STBC on various RF and 

Optical wireless channels. These topics will be discussed in chapter four.  

 

2.3 On the security of chaotic maps based on Dual chaotic System with 

Lyapunov Exponent (LE) 

 

A chaotic signal is defined as being deterministic, aperiodic and presenting sensitivity 

to initial conditions. The last property means that, if the generator system is initialized 
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with a slightly different initial condition, the obtained signal diverges very quickly 

from the original one [Daniela K. and Marcio E., 2007].  

 

A chaotic signal possesses good randomness properties, especially after being 

processed in some certain ways. Chaotic system can be used to generate high security 

key stream for data encryption algorithm. However, a single chaotic system is 

vulnerable to be attacked by chaotic reconstruction because of it has less control 

parameters and is simple in term of generation. High-dimensional chaotic system have 

more complex form and more parameters for adjustment [Kathleen A., Tim S. and 

James Y,1996, Jiu F and Chi T, 2008]. However, the corresponding complexity load 

is heavy. The dual chaos system represent a balance those two factors [Yi C, Li Z. and 

Yifang W, 2010]. We have proposed a dual-chaos system that consists of two one 

dimensional logistic maps and two one dimensional tent maps.    

 

In order to characterize a chaotic attractor, determination of a quantitative measure of 

the degree of sensitivity on the initial conditions is of great importance. 

The Lyapunov Exponent (LE) describes the (average) growth of small perturbations 

in different directions of the state space on a logarithmic scale. When at least one LE 

is positive, the attractor under investigation possesses the property of sensitive 

dependence on initial conditions and may thus be characterized as possessing chaotic 

properties. 

 

When the equations of motion of the dynamical system are known the computation of 

LEs is straightforward task [Parlitz U., 1993]. In this chapter of the thesis, we have 

derived the LEs for dual logistic chaotic maps and dual tent chaotic map.    

 

2.3.1 Dynamics of Chaotic Maps:  

2.3.1.1 Dynamics of Tent Map: 

 

Let us consider the tent map         given by equation (2.3) 

It is noninvertible transformation of the unit interval onto itself. It depends on the 

parameter `p’ which satisfies,        .  
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A typical trajectory      of the dynamical system is obtained by iterating this map, 

i.e.,  

                                                       =0,1,2,……                  (2.10) 

 

2.3.1.2 Dynamics of Logistic Map 

 

Logistic map is a typical nonlinear chaotic equation. The model of logistic map is 

illustrated in equation (2.11) [Abir A., Safwan. A, Wang Q. Calin V. and Bassem. B., 

2008] 

 

                             

 

 

 

 

 

 

 

 

 

 Figure 2.11 The dynamic (input-output) relationship of the logistic map [     ] 

        

                                                                                            (2.11) 

 

When the value of parameter   is determined, an arbitrary initial value          can 

generate a fixed sequence            . For different values of parameter  , logistic 

sequence will present different characteristics.  

 

2.3.2 Dual Chaotic System Design 

 

Most of single chaotic systems are vulnerable to be attacked by chaotic reconstruction 

because they have lesser number of control parameters. High-dimensional chaotic 
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system has more complex form and more parameters for precise control. However, 

these systems present heavy computational load. Dual chaos system present balance 

between these two factors. We have designed and characterized dual-chaos systems 

comprising of   two one dimensional logistic maps and two one dimensional tent 

maps.  

 

2.3.2.1 Dual Logistic Map 

 

The chaotic map is represented here by LOG1 and LOG2 where 

 

LOG1:                                                                             (2.12) 

 

LOG2:                                                                               (2.13) 

where   and   are control parameters. In this dual-chaos system,      is the output of 

chaotic system LOG1,      is the output of chaotic system LOG2 with        .  

 

So, chaotic sequence      is the final output of this two dual-chaos system. It is 

produced by composing (placing in cascade) chaotic system LOG1 and chaotic 

system LOG2 [Yi C, Li Z. and Y. Ifang W, 2010]. 

 

2.3.2.2 Dual Tent Map   

 

The equation of TENT1 and TENT2 are shown in equations (2.14) and (2.15) 

 

TENT1:        

  

 
                                

    

   
                           

                                                  (2.14) 

 

TENT2:          

  

 
                                

    

   
                           

                                                  (2.15) 
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where   and   are control parameters,    and    represent the initial values 

respectively in the equations (2.14) and (2.15). In this dual-chaos system,      is the 

output of chaotic system TENT1,      is the output of chaotic system TENT2 with 

       . So, chaotic sequence      is the final output of this dual-tent map 

arrangement. It is produced by composing chaotic system TENT1 and chaotic system 

TENT2 in cascade. 

This technique makes chaotic behavior more complex. It also results in the output 

chaotic sequence having better randomness properties.  

 

2.3.3 Lyapunov Exponent 

 

Let us define                       , where   is the number of iterations of 

the chaotic map,    the initial condition and    an arbitrary small number. In the limit 

when     , an accurate and computationally useful formula for evaluating the LE 

can be obtained as, [Ibarra E., Vazquez R., Cruz M. and Del-RioJ., 2008] 

 

                                         
 

 
   

  

  
  

 

 
                                                     (2.16) 

   

The term within the algorithm can be expanded, so that the LE can be approximated 

by the following expression, 

 

                                                  
 

 
           
   
                                                 (2.17) 

 

Evaluating this equation in the limit as    , then the LE for the orbit that begin in 

   is 

 

                                                      
 

 
           
   
                                     (2.18) 

 

Note that λ depends on   . It has been shown that for cycle to be stable, λ should be 

negative. On the contrary, for chaotic attractors λ is positive [Ljupco K., Janusz S., 

Jose A. and Igor T., 2006,  Ibarra E., Vazquez R., Cruz M. and Del-RioJ., 2008]. 
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2.3.3.1 LE of Single Logistic MAP  

 

From equation (2.11) and equation (2.18) 

 

                                                 
 

 
                
   
                             (2.19) 

 

2.3.3.2 LE of Single Tent MAP [Martin H and Yuri M, 1997] 

 

From equation (2.3) and equation (2.18) 

 

                                              
 

 
      

 

   
   

 

 

 

 
                                       (2.20) 

 

2.3.2.3 LE of Dual Logistic Map 

 

The LEs of a trajectory    obtained by iteration of the map  :       are defined to 

be eigenvalues of the matrix 

 

                                                           
 

  
      

                                        (2-21) 

 

whenever,    is well-defined and the limit exists. Here   
  denotes the transpose of   

[Martin H and Yuri M, 1997].   From equation (2.18) and equation (2.19) we derived 

the LE of dual logistic map as follows 

 

Let,               ,              

For Dual logistic map, 

 

        
 

  
             

              
   
         

 

  
            
   

     
                                                                                                    (2.22) 

 

where    is the change in initial value. 
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2.3.2.4 LE of Dual Tent Map 

 

From equation (2.18) and equation (2.20) we can derive the LE of dual tent map as 

follows. The dynamic equation of chaotic tent map is as described in equation (2.14)  

 The LE for dual chaotic tent map is given as follows: 

 

        
 

  
      

 

 
      

 

   
   

 

 

 

 
       

 

 
      

 

   
   

 

 

 

 
     (2.23)   

 

2.3.4 Simulation Results  

 

In Figure 2.12 a) we have sketched the behavior of a single logistic map showing 

chaotic behavior beyond control parameter value         This map is most chaotic 

(secure) at control parameter value      , where the value of LE is 0.5.  

 

In Figure 2.13 a) we observe that single tent map is chaotic within the range (0,1) of 

control parameter  . It is most secure for control parameter values above 0.5 where 

the value of LE is 0.85.  

 

The sketch of dual logistic map is shown in Figure 2.14 a). It is seen that it exhibits 

chaotic behavior for values of control parameter   greater than 1.25 and less than 4.  

The maximum security is achieved at     where the value of LE is 0.81.  

 

In Figure 2.15 a) a sketch of the dual tent map is presented. It is evident that this map 

exhibits chaotic behavior for the range of values (0,1) of control parameter  . It most 

secure at       and the maximum value of LE at       is 1.2. 

 

Another important property of chaotic sequences is exhibited by Figure 2.12 b). In 

this plot the difference between the values of chaotic sequences with a difference in 

initial values equal to 10
-16

 for the Logistic map has been plotted. We see that in the 

beginning (small values of iteration numbers), the difference between two pseudo-

random sequence is very small. In Figure 2.13 b), the difference between the values of 
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chaotic sequences with a difference in initial values equal to 10
-16

 for the tent map has 

been plotted. Again, we observe that for small values of iteration numbers, the 

difference between the two pseudo-random sequence s is very small. However, with 

the increase of the iteration number above 20, the difference gradually increases. For 

the dual logistic map sketched in Figure 2.14 b), this separation in the values of 

increases when the iteration number exceeds 40.  

 

In dual tent map (Figure 2.15 b)) we can see the difference between two pseudo-

random sequences takes on large values for small iteration numbers. Thus the system 

is very sensitive to initial conditions. We conclude that the dual tent map shows 

superior sensitivity to initial conditions than other maps considered here. Further, the 

single tent map gives better sensitivity than dual single and logistic maps.       

 

The values of LE for different chaotic maps are summarized in the following table. 

 

values of LE are specified in Table 2.1 

Chaotic map LE 

Single logistic map 0.5 

Single tent map 0.85 

Dual logistic map 0.81 

Dual tent map 1.2 

 

Table 2.1 

From the values presented in the Table 2.1, we infer that dual tent map is most secure 

whereas single logistic map is least secure.  

The correlation characteristics of chaotic sequence are also regarded as indicators of 

cryptography security. These characteristics are divided into two categories, auto-

correlation and cross-correlation. 

 

Let    and    be two sequences of length  . The autocorrelation function and the 

crosscorrelation function are defined as in equation (2.24) and equation (2.25) [Yi C, 

Li Z. and Yifang W, 2010]. 
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                                              (2.24) 

 

                                                         
 

 
       
 
                                            (2.25) 

where   is the length of sequence and   is the distance  between two elements in 

chaotic sequence. Figure 2.16 shows a sketch of the autocorrelation function for the 

dual tent map. It can be observed that the autocorrelation is maximum at zero time 

shifts (   like). Figure 2.17 shows the plot of cross correlation plots of single and 

dual tent map. It is seen that the cross-correlation function is nearer to zero value 

(maximum value 0.0085) for the single tent map as compared to dual tent map 

(maximum value 0.028). Hence two consecutive sequences of single tent map exhibit 

greater degree of orthogonality than dual tent map shown in Figure 2.17 

 

(a) 

 

(b) 

Figure 2.12 a) Plot of LE b) The difference between two chaotic sequences with 

different    in single logistic map  
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(a)                                                                      

 

(b) 

Figure 2.13 a) Plot of LE  

b) The difference between two chaotic sequences with different    in single tent map  
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(b) 

Figure 2.14 a) Plot of LE b) The difference between two chaotic sequences with 

different    in dual logistic map  

 

(a) 

 

(b) 

Figure 2.15 a) Plot of LE b) The difference between two chaotic sequences with 

different    in dual tent map   
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Figure 2.16 Plot of auto-correlation of dual tent  

 

 

(a) 

 

(b) 

Figure 2.17 cross-correlation of tent map depicted in a) Plot of dual tent map b) Plot 

of single tent map 
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2.4 Conclusions 

 

A method of synchronizing chaotic maps and its implementation within a chaotic 

communication system has been proposed and evaluated in this chapter. The general 

approach to master-slave chaotic map synchronization has been presented on the one-

dimensional chaotic tent map without noise and with AWGN. The control factor of 

chaotic tent map has been designed in such away to reduce the error of the system.  

 

The use of channel code has enabled reduction of the spreading factor from 400 in 

[Jovic B. and Unsowrth C. P., 2010] to 4 in our enhanced system. This means that the 

properties of chaotic signals have been maintained. Reduction in spreading factor ( ) 

helps in reducing the complexity of the system. At the same time, the required energy 

per symbol reduces with reduction in  . The proposed technique thus helps in 

reduction in complexity and energy per symbol without compromising in security due 

to non-periodic behavior of chaotic sequences.   

 

The data encryption algorithm based on dual chaotic system has excellent security 

when compared with the work of [Marco S., 1996] [average value of LE is 0.6] who 

worked with chaotic continuous systems such as Lorenz system and [Parlitz U.,1993] 

[average value of LE is 0.24] who computed the value of LE for the Chua’s circuit. In 

addition, we have also described a system of dual chaotic maps by combining two 

chaotic maps with different initial conditions to generate more complex chaotic 

sequences. The values of LE for the dual maps and the values taken by them as a 

function of iteration number have been computed. These results will be invoked in 

later chapters to design Chaos sequence based communication systems that can 

mitigate the effects of channel induced error as well as present resistance to 

eavesdroppers trying to gather privileged information being communicated over 

wireless channels.  

In chapter three we will discuss the feasibility of using different chaotic modulation 

schemes such as CSK, DCSK and CDSK in a MIMO channel. A comparison will be 

made between various chaotic modulation schemes implementing various Alamouti 

techniques in term of BER under AWGN and Rayleigh fading channel. 
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CHAPTER 3 

 

BER PERFORMANCE ENHANCEMENT BASED ON CHAOTIC-

MIMO COMMUNICATION SYSTEM 

 

3.1 Introduction  

 

Transfer of information by wireless means has become ubiquitous with the 

development and widespread deployment of personal communication devices that 

support voice as well as data communication. However, these modes of 

communication have their own challenges which have to be overcome. One major 

challenge has been that has attracted the attention of researchers is the design of 

techniques that can protect sensitive information against being accessed by 

unauthorized eavesdroppers during its transmission. This is because with suitable 

receivers, any person with requisite equipment can intercept information from 

wireless transmission in the local area. In addition, it is difficult to discover such 

interceptions. Techniques derived from the study of chaos have presented researchers 

with new tools for ensuring information security during transmission and storage. It 

has been demonstrated that even one dimensional discrete chaotic system is able to 

provide a high level of security [Hong Z., Xie T. and Jun Y., 1997]. Chaotic signals 

can be used in secure communications due to their wideband property and sensitive 

dependence on initial conditions. The use of Chaotic Shift Keying (CSK) provides 

strong resistance against interception and capture over long intervals of time. Hence, 

researchers have concluded that wireless communication methods based on chaotic 

modulation schemes can be designed to provide robust and secure communications 

[Liu J., Cai. T., Xiao J., Zhang Y. and Wu Y, 1996, Zhi D., Bing W. and Peng L, 

2006]. Various methods for chaos-based secure transmission of private information 

signals have been proposed by several authors [ Jaejin L., Chungyong L. and 

Williams D.,1995], [Zhinggou L., Kun L., Changyun W. and Yeng S, 2003], 

[Guoping T., Xiaofeng L, Di X. and Chuandong l.., 2004] and [Yuu S. and Zahir H., 

2005]. In addition, the problem of synchronization of chaotic systems and their 
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potential application in securing communication has received a lot of attention in the 

past decade [Pecora M. and Carroll L., 1990]. Kaddoum et.al [2009] have studied the 

performance of coherent CSK communication systems under the assumption that 

perfect synchronization between transmitter and receiver has been achieved  

 

It is well known that detection schemes can be categorized into coherent and non-

coherent types. In coherent detection, such as in CSK systems, the receiver has to 

reproduce the same chaotic carrier which has been used to carry the information, 

through the process known as chaos synchronization which is difficult to achieve in 

practice over channels which are time varying and perturbed by noise. In non-

coherent systems, however, the chaotic carrier does not need to be generated at the 

receiver. Thus non-coherent schemes are attractive from implementation point of 

view. One important non coherent scheme that has attracted the attention of the 

research community is Differential Chaos Shift Keying (DCSK) which has been 

studied by a number of researchers. A DCSK system represents a robust non-coherent 

scheme. These schemes do not require exact knowledge of the chaotic signal used to 

modulate the data at the transmitter end for demodulation purposes. Further, Ma H. 

and Kan H. [2009] have claimed that DSCK system is one of the most promising 

chaos-based communications schemes for a feasible implementation and that these 

schemes are very robust against channel imperfections. The relaxation of the chaos 

synchronization requirement ensures that non-coherent systems represent very 

practical forms of chaos based communication [Lau F., Tse M C. and Hau S., 2004]. 

Because of sensitivity on initial conditions, the task of reliably synchronizing the 

chaotic signals on the transmitter and receiver sides of a communication channel is a 

challenging task. Therefore, non-coherent chaos communication systems which do 

not need chaos synchronization have attracted the attention of the researchers 

developing efficient and practical secure communication systems. DCSK is a typical 

non-coherent chaos-based communication scheme, almost insensitive to channel 

distortion, with reasonably good immunity to noise [Ben M., Akachouri A. and Samet 

M., 2006]. The Correlation Delay Shift Keying (CDSK) scheme is one of the non-

coherent detection schemes, which is similar to the DCSK scheme in that a reference 

chaotic signal is embedded in the transmitted signal. Unlike in DCSK, however, the 
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reference signal and the information bearing signal are now added together with a 

certain time delay in CDSK. As a consequence, the transmitted signal sample includes 

the reference signal and the information bearing signal. Both the signals are added 

together with a certain time delay in CDSK [Wai T, Francis L., and Chi T., 2006]. 

Moreover, by eliminating the switch required to perform the switching DCSK system, 

CDSK allows a certain operation of transmitter. In this scheme, the transmitted signal 

is more homogenous and less prone to interception. However, because the sum of two 

chaotic signals is sent, more uncertainty (interference) is produced when the received 

signal correlates with its delayed version at the receiving side. Therefore, the 

performance of CDSK is inferior to that of DCSK when employed over real world 

channels perturbed by noise. In these schemes, a chaos generator is used to generate 

CSK, DCSK and CDSK sequences, where different sequences can be generated using 

the same generator but with different initial conditions. In this thesis, we have 

investigated the performance of the CSK-MIMO, DCSK-MIMO and CDSK-MIMO 

scheme over wireless channels.  

 

The channel perturbations are modeled using the Rayleigh distribution. This is 

because Rayleigh fading channel is widely accepted as a realistic channel model for 

understanding the behavior of wireless links.  We have tried to propose and study the 

performance of  secure communication links with an optimum BER performance 

which are required to protect information integrity against channel induced 

impairments and criminal activity directed at wireless communication systems [Lau 

Y., Lin K. and Zahir H., 2005]. In wireless communications the presence of reflecting 

objects and scatterers in the medium can disturb the propagation of signal energy, 

leading to multiple versions of the transmitted signal arriving at the receiver with 

different amplitudes, phases and time delays. The multipath waves combine at the 

receiver, causing the received signal to vary greatly in amplitude and phase. Multipath 

fading limits the performance in wireless applications. In the presence of multiple 

users accessing a common communication channel in a multipath environment 

multipath effects are compounded by interference.  
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The simultaneous presence of these two signal degrading phenomenon can cause the 

signal at the receiver to distort and fade significantly, leading to higher BER. The 

BER performance of the chaos based communication system for the Single Input 

Single Output (SISO) channels has been studied by several researchers [Kaddoum G., 

Mai V. and Gagnon F., 2011].  

It is now well established that exploitation of channel diversity via the use of MIMO 

techniques by utilizing multiple antennas is an optimum method to combat fading in 

wireless communications [Huanfei M. and Haibin. K. 2009]. Motivated by these 

considerations, we have investigated the feasibility of employing chaotic techniques 

to enhance information security in MIMO channels by implementing space-time 

coding schemes combined with CSK, DCSK and CDSK modulation schemes. 

Further, Space Time Block Codes (STBCs) have attached much attention in radio 

wireless communications because they provide both space and time diversity by 

coding over multiple antennas and several time slots. A very simple and effective 

STBC was introduced by Alamouti [Siavash M. Alamouti 1998, Hiroshi Y. and 

Tomoaki O., 2003].  In practice, non-coherent (DCSK and CDSK) detection make use 

of some distinguishable property of the transmitted signal, which can be some 

inherent deterministic property, a feature fabricated by a suitable bit arrangement, or 

some statistical property [Francis L., Chi T., Ming Y. and Sau H, 2004]. Non-coherent 

communication schemes, which do not require the reproduction of the chaotic signals 

at the receiving end, are more feasible in practice [Wai T, Francis L., and Chi T., 

2006]. This is primarily because a major drawback of coherent chaos-based 

communication systems such as the CSK is that they require synchronization between 

the chaotic carrier signals between the transmitter and receiver [Kaddoum G., 

Francois G., Pascal C and Daniel R, 2010]. With coherent receiver, the chaotic signal 

used as a spreading sequence to spread the data information signal, must be exactly 

reproduced at the receiver to de-spread the received information bearing signal. After 

de-spreading a correlator and a threshold detector are used in order to reconstruct the 

signal. On the other hand, with DCSK, chaotic synchronization is not required on the 

receiver side. However, as has been shown by Kaddoum et.al [2011], DCSK system is 

less secure, and does not perform as well as the coherent chaos-based communication 

systems. The DCSK technique offers one significant advantage over CSK. The noise 
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performance of a DCSK communication system in measured in terms of BER versus 

      outperforms the performance of a standard non-coherent CSK system. For 

sufficiently large bit duration, the noise performance of DCSK is comparable to that 

of a conventional sinusoid based modulation scheme. Also, because synchronization 

is not required, a DCSK receive can be implemented using very simple circuitry.  

 

A DCSK is not as sensitive to channel distortion as coherent methods since both the 

reference and the information bearing signal pass through the same channel [Jiu F. 

and Chi Tse, 2008]. Because of the non periodic nature of chaotic signals, the 

transmitted bit energy after passing through the chaotic modulator varies from one bit 

to another. However, most researchers have computed the BER performance by 

considering the bit energy as constant. This approximation, which is widely known as 

Gaussian Assumption (GA), suffers from a low precision when the spreading factor is 

low. Another approach integrates the BER expression for a given chaotic map over all 

possible spreading sequences associated with a given spreading factor. This latter 

method when compared with the BER computation under the Gaussian Assumption, 

gives more accurate results, but suffers from high computation complexity. Another 

accurate computation is the exact BER performance for coherent and non coherent 

chaos based communication systems.  

 

The idea of this approach is to first compute the PDF of the bit energy, and then use 

the computed PDF to compute the BER expression [Tam W., Lau F., Tse C. and 

Lawrance A., 2004]. We have employed this last method in our study. 

Contributions of the thesis in Chapter 3: 

 Investigate the feasibility of, and advantages derived by employing chaotic 

communications in Multiple Input Multiple Output (MIMO) channels and 

quantify their performance.  

 Evaluate the BER performance of different chaotic modulation schemes 

(coherent CSK and noncoherent DCSK and CDSK) with different chaotic 

maps under AWGN and Rayleigh fading channels.   
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3.2 Chaotic Generators 

 

The most commonly used PN sequence is the m-sequence which is generated by 

linear feedback shift register.  The number of distinct m-sequences that can be 

generated with a given shift register is limited. By using code clock extraction 

techniques, an interceptor can wipe out the spreading sequences and extract the un-

spread modulated user information. In this context, chaotic sequences, which have 

superior data masking characteristics compared with m-sequences, can be used to 

improve the covertness of the communication. Noise-like chaotic sequences can be 

used to effectively conceal the information bearing signals. Several chaotic maps, 

such as Tent map, Logistic map, Chebyshev map and Bernoulli map have been used 

to generate chaotic sequences [Jin Y., Hanyu L., Yu Y. and Neil V., 1999].  In the 

following section, a brief description of various chaotic maps used to generate random 

sequences is presented.  

 

3.2.1 Tent Map  

 

A piece-wise one dimensional representation of the tent map is presented in       

Figure 2.1.  

Associated with the map is a constant coefficient ‘ ’ referred to as the peak value.  

 

This is the point at which the map reaches its maximum output value. In the example 

shown in Figure 2.1,       takes on maximum value at           Above and 

below this value     decreases linearly to reach to zero at      and     . The 

dynamic (input-output) relationship of the tent map is specified by equation (2.3) 

which is reproduced here for reference [Dornbusch A. and Gyvez J., 1999]. 
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3.2.2 Logistic Map 

 

The iterated input-output relationship of the logistic map is given by equation (2.11) 

which is reproduced here for reference [Abir A, Safwan A.., Wang Q., Calin V. and 

Bassem B., 2008]. 

 

                                         

 

3.2.3 Chebyshev Map 

 

The 2
nd

 order Chebyshev polynomial function has been chosen in this thesis for 

generation of chaotic sequences. It is described in equation (3.1). The dynamic input-

output relationship is sketched in Figure 3.1[Shilian W. and Xiaodong W., 2010]. 

 

                                                                 
                                                  (3.1)    

 

 

 

 

 

 

 

 

 

 

Figure 3.1 The dynamic (input-output) relationship of the Chebyshev map 

 

3.2.4 Bernoulli Map 

 

The iterated input-output relationship of the Bernoulli map is given by equation (3.2) 

and is sketched in Figure3.2 [Mozsary A., Azzinari K. and Porra V., 2001].   

 

 1 

0 
1 

xn+1 

xn 
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                                                                                                                       (3.2)    

 

 

 

 

 

 

 

Figure 3.2 The dynamic (input-output) relationship of the Bernoulli map 

 

In equations (2.3), (2.11), (3.1) and (3.2),    and      represent the current and next 

symbols of the chaotic sequence respectively. 

 

3.3 CSK-MIMO Communication System 

 

This section examines the feasibility of using chaotic communications over MIMO 

channels. While the use of chaotic maps can enhance security, it is seen that the 

overall BER performance gets degraded when compared to conventional 

communication schemes. In order to overcome this limitation, we have proposed the 

use of a combination of chaotic modulation and Alamouti Space Time Block Code.  

 

The performance of CSK with 2 1 and 2 2 Alamouti schemes for different chaotic 

maps over wireless channels has been studied. It has been shown that the use of these 

schemes can provide security enhancement without the penalty of degradation of BER 

performance. 

 

In CSK communication system the signal      is first generated by one of the chaotic 

maps defined in section (3.2). If a      is to be transmitted, the chaotic signal is 

sent. If      is to be transmitted, an inverted copy of the chaotic signal is conveyed. 

Hence the transmitted signal      can be expressed as,   

½  

xn+1 

xn 
1    0 

1 
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                   -                                  
             

               (3.3)  

   

Consider the data information symbols         with period       

 

A chaotic sample (or chip) is generated at every time interval equal to       

       . The transmitted signal at the output of the transmitter is: 

 

                                                              
   
   

 
                                           (3.4) 

 

where the spreading factor   is equal to the number of chaotic samples in symbol 

duration    , (  
  

  
 .  The received signal is modeled as, 

 

                                                      =                                                           (3.5) 

 

where,   is the channel coefficient and      represents a sample function of the 

AWGN process. In order to demodulate the transmitted bits, the received signal is 

first despread by employing the locally generated chaotic sequence.  

 

The resulting symbols are then integrated over symbol duration   . Finally, the 

transmitted bits are estimated by computing the sign of the decision variable at the 

output of correlator, 

 

                                  
     

   
    

 
          

      )                      (3.6)  

 

Where         is the sign operator,   
   

is the bit energy of the     bit and    is the 

noise after despreading and integration.  
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3.3.1 The Channel       

 

In every communication channel noise is always present. Furthermore, other 

disturbances which cause the transmitted signal to change, such as fading, may also 

be present. In most cases, AWGN is used to evaluate the performance of a 

communication system over a noisy channel. This is an idealized form of noise where 

the term additive refers to the fact that noise is added directly onto the transmitted 

signal. The term white, denotes the fact that this type of noise is of theoretically 

infinite bandwidth, with power spectral density of:  

 

                                                                
  

 
                                                     (3.7) 

 

Rayleigh Fading Channel [Zhibo. Z., Jinxiang W and Yizheng Y. 2010]. 

 

Fading is a phenomenon in wireless transmission whereby a signal has traveled along 

many paths from the transmitter to the receiver.  

 

The different components combine constructively or destructively at the receiver. As 

a result the net signal received varies in amplitude and phase over time in an 

unpredictable manner.  

Let H be a Rayleigh distributed random variable with parameters    and   . The pdf 

is specified as,  

 

                                                       
 

   
 
   

                                                   (3.8) 

 

In this case,             is Chi-square distribution and has the form 

 

                                                           
 

   
 
 
  
                                           (3.9)  
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3.3.2 CSK-2 1 Alamouti Scheme 

The block diagram of CSK-2 1 communication system is shown in Figure 3.3 

 

 

 

 

 

 

(a) 

 

 

 

 

 

(b) 

Figure 3.3 CSK-MIMO communication system a) Transmitter with two antennas, 

 b) Receiver with one antenna. 

 

The Alamouti matrix for symbols    and    is  

 

                                                    
     

 

      
                                                        (3.10)     

   

The transmitted symbols over two time slots from two antennas is specified in Table 

3.1 

Time                             

                  

              
        

      

 

Table 3.1 

The received signal (base band) of the 2 1 Alamouti is specified in Table (3.2)  

 

    

    

Noise 

Chaotic 

generator 

     

 

 

 

    

STBC 

decoder 

        

   

   



52 
 

Time Received signal  

                        
  

                
          

        
  

 

Table 3.2 

 

The extracted decision variables are specified in Table 3.3. 

 

 

Time The equivalent baseband model of 

the received symbol 

                            

                      
      

      

 

Table 3.3 

 

The energy of a given bit   is   
   
    

     
   .    and    represent noise 

components while   and    specify the channel gains. 

The channel model can be written as  

 

                                                                                                            (3.11)        

      

The transmitted bits are estimated by multiplying the signal   by the conjugate 

transpose of the channel matrix  : 

 

                                                     
   
   

                                                           (3.12) 

Kaddoum et.al [2011] has provided a proof of this equation. 

The estimated bits are computed from the sign of the decision variables, 

 

                                                  ;                                                       (3.13) 
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3.3.3 CSK-    Alamouti Scheme 

 

The transmitter of    Alamouti Scheme is identical to the 2   Alamouti scheme 

and is specified in Figure 3.3, the receiver is shown in Figure 3.4. 

The Alamouti matrix for symbols    and    is as specified in equation (3.10). 

 

 

 

 

 

 

 

Figure 3.4 CSK-MIMO communication system with two receive antennas 

The design of the transmitted signal of    Alamouti is specified in Table (3.1). 

The received signal on     is specified in Table 3.4 

 

Time Received signal on     

                          
  

                 
           

        
  

 

Table 3.4 

 

The received signal on     is specified in Table 3.5 

 

Time Received signal on     

                          
  

                 
           

        
  

 

Table 3.5 

The decision variables extracted from the symbols received from the first receive 

antenna are given by, 
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Time The equivalent baseband model of 

the received symbol on the first 

antenna     

                                

                        
       

       

 

Table 3.6 

       
  

       and        
  

        represent noise components.  

The decision variables extracted from the symbols received from the second receive 

antenna are given by, 

 

Time The equivalent baseband model of 

the received symbol on the second 

antenna     

                                

                        
       

       

 

Table 3.7 

        and         represent noise components and             and     are 

the channel gains. The channel model, estimation and computation of the transmitted 

bits is similar to 2 2 Alamouti scheme using equations (3.11), (3.12) and (3.13) 

respectively. 

 

3.3.3 Performance Analysis of CSK-MIMO Communication System 

 

The main objective of this chapter is to study the performance of the CSK-MIMO 

system under channels perturbed by AWGN and fading channels modeled using 

Rayleigh pdf.  The channel gains for both 2 2 Alamouti and 2 1 Alamouti are 

constant under the AWGN assumption. The overall BER expression of the CSK-

MIMO system for 2 1 Alamouti and     Alamouti are given in (3.14) and (3.15) 

respectively [Tam W., Lau F., Tse C. and Lawrance A, 2004]. 
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 is the chaotic symbol energy, and          
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Then 

 

                                   
 

 

 

 
      

   
    

    
   

  
     

       
   

                        (3.14) 

 

For 2 2 Alamouti, the BER expression is given by 

 

     
     

 

 
      

    
     

     
     

    
   

  
  

                              
 

 

 

 
      

    
     

     
     

    
   

  
     

       
   

           (3.15) 

 

In these expressions,     
     is the probability density function of the energy   

   
. 

The BER expression is the result of the integral given in equations (3.14) and (3.15).  

 

To compute the integral in (3.14) and (3.15), we must first have the bit energy 

distribution. Since the pdf seems to be intractable, the only way to evaluate the BER 

is to compute the histogram of the bit energy followed by a numerical integration.   
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Figure 3.5 shows the histogram of the bit energy, for spreading factor  =4 and 50000 

samples obtained by simulation.  

 

Figure 3.5 Histogram of the bit energy for a CSK-MIMO communication system 

After numerical integration the BER expression for 2 1 Alamouti is given by, 

 

                                
 

 
      

   
    

    
   

  
     

   
  

                                  (3.16) 

For 2   Alamouti, the corresponding BER is given by, 

 

                            
 

 
      

    
     

     
     

    
   

  
     

     
                       (3.17) 

          

                                                                                                                               

In these equations,   represents the number of histogram classes and     
   
 is the 

probability of having the energy in interval centered on   
   

. 
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3.3.4 Simulation Results and Discussions 

 

In this section, we have compared the performance of various chaotic maps (assuming 

CSK modulation) under AWGN and Rayleigh fading conditions for a spreading factor 

( =4), with Single Input-Single Output (SISO) and MIMO (Alamouti) 

communication schemes. Our aim is to identify the scheme that provides the best 

BER performance with acceptable security. From Figure 3.6 we observe that     

single tent map gives the best BER performance with a given level of security when 

compared to all other chaotic maps. We also observed that     dual tent gives 1.5 

dB gain as compared to     single logistic map. Finally, the      single tent map 

exhibits 3 dB gain when compared      single tent map with     dual logistic 

map under AWGN channel.  

 

In Figure 3.7 we have compared the performance of different chaotic maps under 

AWGN for the spreading factor ( =4) and     . Our simulations indicate that the 

BER performance of tent map is superior to the performance offered by other chaotic 

maps. Hence, the design of a combined system offering security as well as superior 

BER over AWGN channels can be achieved by a CSK scheme which uses tent map 

combined with Alamouti scheme. Our simulation results indicate that the use of     

Alamouti scheme can provide a gain of approximately 6 dB at a BER of 10
-5 

as 

compared to SISO systems when both schemes employ chaotic modulation 

techniques. A careful inspection of Figure 3.7 reveals that the performance of             

   Alamouti scheme without chaos and the performance of CSK modulated     

   Alamouti scheme are nearly identical. This implies that the BER degradation 

seen with the use of chaotic schemes has been successfully overcome by the           

   Alamouti STBC. Thus this system offers security as well as good BER 

performance. It is observed that the black graph represent BER curve for simulated 

CSK-tent map which is a large extent align with the green curve represented 

theoretical BER computed in equation (3.17).  
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In Figure 3.8 we have compared the performance of different chaotic maps under 

Rayleigh fading channel (spreading factor ( =4)). We observed that there is gain of 3 

dB as compared to SISO communication system. 

 

The BER performance of    Alamouti schemes combined with CSK for different 

chaotic maps under AWGN have been computed and plotted in Figure 3.9. 

 

It is observed in Figure 3.10 that under Rayleigh fading conditions, tent map gives 

superior BER performance as compared to other maps.  Further, it can be observed 

that the     Alamouti scheme combined with CSK gives approximately 2 dB 

improvement (at a BER of 10
-4

) when compared to SISO scheme employing CSK. 

Also a careful inspection of Figure 3.10 reveals that the performance of   

  Alamouti scheme without chaotic modulation  and the performance of CSK 

modulated      Alamouti scheme are nearly identical (A difference of 0.75 dB at a 

BER of   10
-5

 is observed).  

It is clear that the use of antenna diversity combined with a suitable channel code 

(Alamouti scheme) reduces the degradation seen when CSK techniques are used over 

fading channels. Such combined MIMO-CSK schemes can be judiciously employed 

on channels where high levels of data integrity and security are simultaneously 

required.  This improvement is realized with only a marginal increase in 

computational complexity at the transmitter and receiver.  
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Figure 3.6 BER performances for different chaotic maps using     Alamouti and 

SISO communication systems under AWGN channel assumption 

 

Figure 3.7 BER of     Alamouti for various types of chaotic maps under AWGN  
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Figure 3.8 BER of     Alamouti for various types of chaotic maps under Rayleigh 

fading channel 

Figure 3.9 BER of     Alamouti for various types of chaotic maps under AWGN 

channel 
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Figure 3.10 BER of     Alamouti for various types of chaotic maps under Rayleigh 

fading channel 

 

 

 

3.4 DCSK-MIMO Communication System 

3.4.1 Differential Chaos Shift Keying (DCSK) 

 

 

 

 

 

 

Figure 3.11 DCSK modulator 
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version of the reference signal will be used as the data-bearing signal. [Stavroulakis 

P., 2006]. Let 2  be the spreading factor, defined as the number of chaotic samples 

sent for each bit, where   is an integer. During the     bit duration, the output of the 

transmitter    is 

 

                                                    
              

                   
                              (3.18) 

Where    is the chaotic sequence used as reference and      is the delayed version of 

the reference sequence. At the receiver, the correlation of the reference signal and the 

data bearing signal is achieved. This can be accomplished by correlating the incoming 

signal with half symbol-delayed version of itself as shown in Figure 3.12. 

 

 

 

 

 

 

Figure 3.12 DCSK demodulator 
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(b) 

Figure 3.13 DCSK-MIMO a) Transmitter with two antennas, b) Receiver with two 

antennas [Huanfei M. and Haibin K., 2009] 

 

In Figure 3.13, we consider an Alamouti scheme with two transmitter antennas and 

two receiver antenna. The Alamouti matrix for symbol    and    is as in equation 

(3.10). This matrix form leads to the design of the block diagram for the DCSK with 

the STBC coder, which is illustrated in Figure 3.13a. 

On the receiver side, in addition to fading, the distorted and noisy signal is received as 

shown in Figure 3.13b. The correlator is used to estimate the symbols by correlating 

the two chips and then decoded by STBC decoder. 

 

Equations below show the structure of the transmitted signal in time         , 

where the time symbol        , and    is the time chip.       

The design of the transmitted signal for time         from     and      is    . 

The design of the transmitted signal for time            from     and      is 

 

                                                                                                      (3.19) 

 

The design of the transmitted signal for time             from     and      is       

The design of the transmitted signal for time             from     and      is  
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The communication channels is received on the first antenna     , where    ,    , 

    and     are the channel gain as shown in Figure 3.13b, the received signal is first 

correlated to delayed replica of the received signal, and then decoded by STBC 

decoder. We consider the time chip   =1. 

 

The received signal on     for time         

 

                                                                                                     (3.21)  

 

The received signal on     for time            

 

                                                                                              (3.22) 

 

The received signal on     for time             

 

                                                                                                (3.23) 

 

The received signal on     for time             
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The received signal on     for time         
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The received signal on     for time            
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The received signal on     for time             
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                                                                                                (3.27) 

 

The received signal on     for time             

 

                                              
            

                                   (3.28) 

 

The energy of a given bit   is   
   
    

     
   . 

After correlation (       ), the output of correlator 1     in Figure 3.13, after time 

block           is 

 

             
           

               
         

       

 

   

      
     

               
            

      

 

   

  

            
        

     
            

   
   

 

   

        
   
          

   
            

 

   

 

 

The equivalent baseband model on        of the received symbol on the first antenna 

is    

      
       

       
                       

    

 

   

       

          
   
               

   
    

 

   

        

 

   

 

   

 

The equivalent baseband model of the received symbol on the first antenna     for 

time          
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Let ,    
             and    

             

Then, 

 

                                               
                                                    (3.30) 

Similarly,  

 

The equivalent baseband model of the received symbol on the first antenna     for 

time             

 

                                                
   
       

       
                                  (3.31) 

where     and     are zero mean Gaussian noise component, from above equations 
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and  

         
       

     
   
               

   
    

 
           

 
   

 
         

(3.33) 

 

The equivalent baseband model of the received symbol on the second antenna     for 

time          

                                             
   
                                                   (3.34) 

 

The equivalent baseband model of the received symbol on the second antenna     for 

time             

 

                                              
   
       

       
                                    (3.35) 

Where     
            ,     

             and         and        . 

 



67 
 

The channel model, estimation and computation of the transmitted bits is similar to 

2 2 Alamouti scheme using equations (3.11), (3.12) and (3.13) respectively. 

 

3.4.3 DCSK-2 1 Alamouti Scheme 

 

The Alamouti matrix for symbol    and    is as in equation (3.10). 

 

The design of the transmitted signal of 2 1 Alamouti is as in Almouti 2 2 above. 

 

The received signal for time         
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The received signal for time            
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 The received signal for time             
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The received signal for time             
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The equivalent baseband model of the received symbol for time          
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where   and    represent noise components while   and    represent the channel 

gains. 

The channel model, estimation and computation of the transmitted bits is similar to 

2 2 Alamouti scheme using equations (3.11), (3.12) and (3.13) respectively. 

 

3.4.4 BER Performance Analysis  

 

Considering the bit energy (or chaotic chips) as a deterministic variable, the decision 

variable at the output of the correlator is necessarily a random Gaussian variable. The 

overall error probability expression of the DCSK-MIMO system for 2 2 Alamouti 

and     Alamouti are given in (3.42) and (3.43) respectively.  
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 For 2 1 Alamouti, the error probability expression is given by 
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and for 2 1 Alamouti-DCSK is 
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             (3.45)                                    

where     
     is the probability density function of the energy   

   
. The BER 

expression is the result of the integral given in equations (3.44) and (3.45). We must 

first determine the bit energy distribution. Since the pdf seems to be intractable, the 

only way to evaluate the BER is to compute the histogram of the bit energy followed 

by a numerical integration. Figure 3.14 shows the histogram of the bit energy, for 

     and 50000 samples. 

 

Figure 3.14 Histogram of the bit energy for a DCSK-MIMO communication system 
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 For 2   Alamouti, the corresponding BER is given by, 
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Where   is the number of histogram classes and     
    is the probability of having 

the energy. 

 

3.4.5 Simulation Results and Discussion 

In Figure 3.15 we have compared the performance of different chaotic maps under 

AWGN. The spreading factor ( =10) and     . Our simulations indicate that the 

tent map gives best performance when compared to other chaotic maps.  Hence, the 

use of tent map is preferred over other maps because it offers superior BER 

performance in addition to security. Additionally, our simulation results indicate that 

the use of     Alamouti scheme provides a gain of 2 dB as compared to SISO when 

both schemes employ chaotic techniques. In SISO systems using BPSK, chaotic 

techniques give a degradation of 5 dB in BER performance. This degradation is 

compensated by the use of MIMO systems.  

 

From Figure 3.15 it can be seen that up to a BER of 10
-5

, chaos systems maintain 

approximately the same BER performance as BPSK without using chaos. 

Additionally they provide security against eavesdroppers. 

In Figure 3.15 the circle graph (black) represent BER curve for simulated DCSK-tent 

map which is overlapped with a maximum deviation of 0.5 dB by the blue curve 

represented theoretical BER computed in equation (3.46) with maximum deviation 

0.5 dB.  

It is observed in Figure 3.16 that under AWGN conditions, tent map gives the best 

BER performance as compared to other maps.   
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In Figure 3.17 it is observed that with the use of     and     Alamouti schemes 

under Rayleigh fading conditions, the performance of the     Alamouti scheme is 

superior by 2 dB when compared to     Alamouti scheme at 10
-5

 BER. In addition, 

under Rayleigh fading conditions, the performance degrades by only 1 dB for      

and approximately 3 dB for     Alamouti scheme as compared to AWGN-SISO. 

 

Figure 3.15 BER of      Alamouti and SISO for various types of chaotic maps   

 

Figure 3.16 BER of 2 1 Alamouti and SISO for various types of chaotic maps 
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Figure 3.17 BER performances of AWGN and Rayleigh fading channel for       

and      Alamouti schemes 

 

3.5  CDSK-MIMO Modulation Scheme  

 

In this section, we have analyzed the performance of CDSK-MIMO scheme. In the 

DCSK modulation scheme, the reference signal is transmitted separately from the 

information bearing signal. Consequently, half of the symbol duration is not used to 

carry information. CDSK has been proposed to transmit the information continuously 

and enhance the bandwidth efficiency and thus mitigate this disadvantage. [Zhibo. Z., 

Jinxiang W and Yizheng Y., 2010 , Stavroulakis P 2006]. The transmitted signal is the 

sum of the chaotic signal and a delayed version of the chaotic signal modulated by the 

transmitted symbol. Therefore, the transmitted signal contains both the reference 

signal and the information bearing signal. During the     symbol period, the 

transmitted signal is given by 
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      (3.48) 
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Figure 3.18 shows the block diagram of a CDSK modulation scheme [Gokcen C. and 

Cabir V., 2010]. 

 

 

 

 

 

 

 

Figure 3.18 CDSK modulator 

 

3.5.1 CDSK-2 1 Alamouti Scheme  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.19 Proposed CDSK transmitter with two antennas 

 

The Almouti matrix for symbols    and    is as in equation (3.10). 

 

Figure 3.19 illustrates the transmitter side of the CDSK system with an STBC coder.  
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The design of transmitted signal of CDSK Alamouti scheme is specified in Table 

(3.8).  

Time                             

                  

              
               

             

 

Table 3.8 

The CDSK receiver and the channel model, estimation and computation of the 

transmitted bits is similar to 2 2 Alamouti scheme for CDSK is same as DCSK 

receiver [Georges K., Francois G. and Mai V, 2011, Wai T, Francis L and Chi T, 

2007,  Mekhail  S, Lev T. and Alexander V., 2000]. 

 

The CDSK receiver is same as the DCSK receiver. Therefore, the receiver can detect 

the information by multiplying the received signal and its delayed signal [Dornbusch 

A., 1999]. 

 

3.5.2 CDSK-2 2 Alamouti Scheme 

 

The transmitter of CDSK-2 2 Alamouti Scheme is same as in Figure 3.20. The 

CDSK receiver and the channel model, estimation and computation of the transmitted 

bits is similar to 2 2 Alamouti scheme for CDSK is same as DCSK receiver [Mekhail  

S, Lev T. and Alexander V., 2000]. 

 

3.5.3 BER Performance Analysis of CDSK-MIMO 

 

In CDSK, the output of correlator,  , in Figure 3.12. 
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                                                              (3.49) 

 

For CDSK-MIMO 
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The overall error probability expression of the CDSK-MIMO system for   

  Alamouti is given in (3.33). 
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The overall BER expression of the 2 2 Alamouti -CDSK system is then given by: 

 

                             
 

 
    

 

 
 

 
    

     
     

     
    

   

      
 
 
   

    
 
   

  
 
   
 

 

 

 
 
    

       
           

 

 
     (3.51) 

To compute the integral in equation (3.51), we must first have the bit energy 

distribution. Since the pdf seems to be intractable, the only way to evaluate the BER 

is to compute the histogram of the bit energy (Figure 3.13) followed by a numerical 

integration. After numerical integration the BER expression for 2 2 Alamouti is 

given by, 
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                          (3.52) 

 

3.6 Comparison between Different Chaotic Modulation Schemes 

 

In this part of chapter three, we compare between digital modulations schemes with 

MIMO communication system for coherent and non-coherent chaos-based 

communications. The performance of coherent and non-coherent chaotic modulation 

schemes combined with MIMO communication system over AWGN channel and 

Rayleigh fading channel is evaluated and compared. 

 

In case of SISO-AWGN channel as shown in Figure 3.20, the order of increasing 

BER performance can be observed as non-coherent CDSK, DCSK and coherent CSK 

with    . Coherent CSK gives 3 dB gain in BER performance at 10
-5

 as compared 

to non-coherent DCSK. Similarly, non-coherent DCSK gives a gain of 1.5 dB at 10
-5

 

BER as compared to non-coherent CDSK. But, when we consider a fading channel (in 

this case, SISO-Rayleigh fading channel), the order of increasing BER performance 

charges to CDSK, CSK and DCSK. In this case, non-coherent DCSK gives 2 dB gain 

as compared to coherent CSK at 10
-4

 BER. Similarly, coherent CSK gives 1dB gain as 

compared to non-coherent CDSK at BER of 10
-4

. Thus these simulations seem to 

indicate that for wireless applications, non-coherent DCSK can be preferred over 

coherent CSK and non-coherent CDSK in term of BER performance but it is less 

secure. In case of AWGN channel implementing 2 2 Alamouti scheme, as shown in 

Figure 3.21, the order of increasing BER performance is CDSK, DCSK and CSK. 

Coherent CSK gives 2.5 dB gain as compared to non-coherent DCSK. Similarly, non-

coherent DCSK gives 3 dB gain as compared to non-coherent CDSK.  

 

As compared to CSK-SISO, implementing 2 2 Alamouti scheme gives 5 dB gain in 

BER performance under AWGN channel. In case of fading channel (Rayleigh), 

implementing 2 2 Alamouti scheme as shown in Figure 3.22, the increasing order of 
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BER performance comes out to be CDSK,CSK and DCSK. Non-coherent DCSK 

gives 2 dB gain as compared to coherent CSK.  

 

Figure 3.20 Coherent and non-coherent chaotic-SISO under AWGN and Rayleigh 

fading channels 

 

Figure 3.21 Coherent and non-coherent chaotic-2 2 under AWGN channel 
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Figure 3.22 Coherent and non-coherent chaotic-2 2under Rayleigh fading channel 

 

3.7 Conclusions  

 

The BER performance of 2 2 Alamouti and 2 1 Alamouti schemes combined with 

CSK and DCSK for different chaotic maps under AWGN and Rayleigh fading 

channel conditions have been computed and plotted. These schemes can provide 

additional benefit of improved data security along with superior BER performance. In 

addition, the BER performance of 2 2 Alamouti and 2 1 Alamouti schemes 

combined with DCSK for different chaotic maps under different fading channel 

conditions have been computed and plotted. 

 

It can be concluded from these results that implementing 2 2 Alamouti scheme with 

DCSK modulation technique yields better BER performance. Hence, it is the superior 

option for wireless applications under poor channel conditions. 

 

We have compared our work implementing tent map with papers implementing 

Chebyshev and logistic chaotic maps [Wai T, Francis L., and Chi T., 2006, Chen Y, 

Shi Y and Li H., 2009]. For a SISO-DCSK technique under AWGN channel, 
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implementing chaotic tent map gives 4 dB gain as compared to Chebyshev map and 

1.5 dB as compared to logistic map in BER performance for BER of 10
-4

 for  =8. For 

a SISO-DCSK technique under Rayleigh fading channel, implementing chaotic tent 

map gives 3 dB gain as compared to logistic in BER performance for BER of 10
-2

. 

For a SISO-CDSK technique under AWGN channel, implementing chaotic tent map 

gives 3 dB gain as compared to Chebyshev chaotic map [Wai T, Francis L., and Chi 

T, 2006].  

 

The Chaotic modulation schemes are combined with MIMO technique to increase the 

BER performance under AWGN and Rayleigh fading channel.  

 

Low spreading factor ( ) helps in reducing the complexity of the system and for a 

high  , the energy tends to be constant and the chaotic properties such as non-

periodicity will be lost. At the same time, the required energy per symbol reduces 

with reduction in  . The proposed technique thus helps in reduction in complexity 

and energy per symbol without compromising in security due to non-periodic 

behavior of chaotic sequences.   

 

BER performance for different chaotic modulation schemes is computed using exact 

approach based on the probability density function of the bit energy of the chaotic 

sequences. 

 

To further improve BER performance and reduce the degradation of the signal caused 

by multi-path fading, we propose in chapter four to use LDPC channel codes in 

MIMO channels. 
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CHAPTER 4 

 

BER PERFORMANCE ANALYSIS OF CHAOTIC-LDPC CODED 

STBC SYSTEM 

 

4.1 Introduction  

 

The problem of ensuring information security as it is transacted over a physical 

channel is a very challenging problem which has attracted the attention of a number of 

researchers from the Communication Engineering and Computer Science community.  

 

An eavesdropper equipped with a suitable receiver can intercept information from a 

wireless channel and in addition, such interceptions can go largely unnoticed. In this 

context, communication systems based on chaotic modulation possess certain 

attractive properties. Chaotic systems possess sensitive dependence on initial 

conditions. Further, with suitable design, it can be ensured that two chaotic systems 

even though starting with the same initial condition trace independent paths. This 

makes the trajectory of chaotic signals highly unpredictable to a potential 

eavesdropper and hence provides a strong foundation for interception avoidance and 

signal capture for long periods of time. Hence, researchers have concluded that 

wireless communication schemes employing chaotic modulation can be designed to 

be secure [Zhi D., Bing W. and Peng L, 2006]. MIMO schemes have attracted the 

interest of the academia and industry because they have the potential to offer a many 

fold increase in capacity of wireless channels when compared to conventional SISO 

systems.  

 

The performance of these systems can be further improved by the use of a suitably 

designed Space Time Block Code (STBC) or a Space Time Trellis Code (STTC). A 

STBC for two transmit antennas was proposed by Alamouti [Siavash A., 1998]. Many 

other STBC and STTC schemes have been proposed by different researchers [Vahid 

T. Hamid J. and Robert C., 1999, Akinori O. and Tomoaki O., 2004]. 
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Although the technology of multiple antennas can improve the channel capacity, the 

use of multiple input and multiple output antennas will also bring issues of higher 

computation complexity associated with signal detection and reconstruction at the 

receiving end of system. The main detection algorithms used in decoding of MIMO 

systems are Zero Forcing (ZF), Minimum Mean Square Error (MMSE) and Maximum 

Likelihood (ML). Amongst the algorithms specified, the ML algorithm has the best 

detection performance. However, this approach also has the highest computation 

complexity.   

 

We have employed the simple and effective Alamouti scheme as the STBC employed 

along with multiple antenna transmission and reception in our study. The main 

advantage of this arrangement is that it improves signal quality at the receiver by 

simple processing across two antennas on the transmitter side. This is achieved without 

any feedback from the receiver to the transmitter. The additional computational 

complexity incurred is small.     

 

The use of chaotic modulation can improve information security but usually 

compromises the BER performance [Lawrence L, Jia L and Lev T., 2006, Shilian W. 

and Xiaodong W., 2010].  

 

Most communication systems operate with certain BER specifications that are 

specified by the user. In this chapter, we have attempted to design and evaluate 

suitable combinations of chaotic modulation and channel coding schemes which can 

provide information security along with protection against errors caused by channel 

impairments and noise.  

 

The field of channel coding has been revolutionized by the discovery and deployment 

Low Density Parity Check Codes (LDPC) which can achieve error rate performance 

close to the Shannon limit [Gallager, R.G , 1962, Mackay, D.J.C. 1999, Akinori O. 

and Tomoaki O, 2004].  
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LDPC codes are a sub-class of linear block error correction codes, defined by sparse 

parity-check matrices using bipartite graphs [Wang L. and Li W., 2007]. Many 

researchers have proposed combinations of LDPC codes and MIMO systems (termed 

as LDPC-MIMO) which can provide excellent levels of protection against errors 

induced by channel induced impairments and noise.   

 

An important issue in LDPC-MIMO systems is the decoding of the LDPC coded bit 

stream received over multiple antennas. A LDPC decoder should operate on soft 

outputs produced by the MIMO detector for the best performance [Nuwan B., 

Pradeepa Y., Telex N. and Attahiru A., 2009].  

 

LDPC codes can be decoded by using a probability propagation algorithm known as 

the sum-product or Belief Propagation (BP) algorithm. [Wang L. and Li W., 2007]. 

Contributions of the thesis in Chapter 4: 

 Evaluate the security and BER performance of synchronized Low-Density-

Parity-Check (LDPC)-MIMO system based on chaotic technique for wireless 

communication systems. 

4.2 Design and Mathematical Model of Chaotic-LDPC-MIMO System 

4.2.1 System Structure  

 

The block diagram (both transmitter and receiver) of the Chaotic-LDPC-MIMO 

communication system proposed in this thesis is shown in Figure 4.1 

 

. 

  

  

 

 

 

 

(a) 

Binary 

source 

Tx1 

        

LDPC encoder  

(10,000,5000) 

Chaotic 

generator 

STBC 

encoder 

Tx2 
Sequence 

Averaging  

   

CSK 

Modulation 

     

      



83 
 

.  

 

 

 

 

 

 

 

 

(b) 

 

Figure 4.1 Proposed C-LDPC-MIMO system structure a) Transmitter, b) Receiver 

 

4.2.2 Mathematical Model 

 

The data information symbols (    ) with period    are spread by a chaotic 

sequence   . A new chaotic sample (or chip) is generated at every time interval equal 

to   .  

 

The real valued chaotic sequence generated by the chaotic tent map in equation (2.3) 

is converted into a binary valued sequence (to facilitate LDPC encoding) by the 

following process described in equation (4.1).  

 

                                         
               
               

                                                 (4.1) 

 

In this equation, symbol     represents real valued chaotic symbol and      is the 

corresponding binary symbol. This processing is done by the sequence averaging 

block in Figure 4.1.  The spread data sequence can be written as 
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The LDPC code is characterized by a generator matrix      (where the vector   has 

      elements), and the parity-check matrix         . (the subscripts denote 

the size of the matrices). The code word is specified by, 

 

                                                                                                                    (4.3)    

 

The generator matrix   is expressed in a systematic form, 

 

                                                                                                                   (4.4) 

 

The MIMO scheme used in our discussion is the Alamouti design specified by,    

 

                                                     
     

 

    
                                                                (4.5)                                                                                                              

where the rows of matrix represents time coordinate, the column of matrix represents 

space coordinate, and * represents complex transposition. 

The data transmitted from transmitter 1 over time   can be given as 

 

                                   
                                  

                                             
                                (4.6) 

 

and the data transmitted from transmitter 2 is 

 

                                       
                                              

                                             
                         (4.7)  

 

The receiver structure is shown in Fig. 4.1b. It consists of an Alamouti decoder 

followed by blocks performing LDPC decoding and chaotic demodulation. As 

illustrated in the Figure 4.1, the signals received by Rx-ant1 over two time slots are 

 

                                                                                                           (4.8) 
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                                              (4.9) 

 

Similarly, the signals received by Rx-ant2 over two time slots are 

                                                                                                         (4.10) 

 

                                                       
       

                                           (4.11) 

where          and    are the Gaussian noise components with zero mean and 

variance    over four MIMO channels. 

The received signals on the both receivers are used to estimate the transmitted 

codeword. 
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Considering ML detection, the estimates of the transmitted symbols are given by, 

 

               
             

               
       

       
       

      
 
 (4.14) 
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4.2.3 LDPC Decoding  

 

Let the sequence at the output of the Alamouti decoder (input of the LDPC encoder be 

specified as               .  This is a binary valued sequence which is then given as 

an input to the LDPC decoder. The decoder decodes the received words and attempts 

to correct the errors introduced in the channel. We have used the message Sum-

Product algorithm to decode the LDPC code. An estimate of the transmitted 

information vector (as existing at the sequence average block in the transmitter) is 

provided to the chaotic demodulator block.  

 

4.2.4 Decoding of Chaotic Sequences 

 

The output of the LDPC decoder is a binary valued sequence and contains the 

estimate of the sequence that was originally presented to the input of the LDPC 

encoder.  At the final stage, we decode the chaotic sequence to get the original data.  

 

This requires the generation of a chaotic sequence at the receiver which is exactly 

identical to that used at the transmitter end. The master-slave synchronizing 

arrangement discussed in chapter 2 is used to generate the local chaotic sequence 

matched to the sequence generated in the transmitter.  

 

The LDPC decoded data is given as    where       .    is correlated with the 

locally generated chaotic sequence as follows: 

 

                                                                
 
                                                  (4.16) 

 

Thus, it becomes mandatory to select the length of chaotic sequence (generated at the 

receiver) equal to  . Hence, it follows that  

 

                                                                                                                      (4.17) 
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The output of the chaotic demodulator represents the information sequence as 

retrieved at the receiver. 

 

4.3 Fading Channel Models 

 

In addition to Rayleigh fading channel (section 3.3.1), Gamma-Gamma fading 

channel are widely used in wireless optical communication channels. 

 

Gamma-Gamma Fading Channel [Peng L., Xueying W., Wakamori K.,  Pham T., 

Alam M. and Matsumoto M., 2011, Ehsan. B., Robert S. and Ranjan. M.,2008] 

 

The atmospheric turbulence causes irradiance fluctuation known as scintillation, is 

mainly caused by temperature variations in the atmosphere. Different models have 

been proposed to describe the atmosphere turbulence by varying degrees of strength. 

For a wide range of turbulence conditions (weak to strong) the fading gain     in 

FSO systems can be modelled by a Gamma-Gamma distribution. 

 

                                      
      

    
 

         
 
    
 

                                       (4.18) 

 

where parameters     and      are linked to the so-called scintillation index 

 
 

 
 

 

  
 

 

     
 .   and    can be adjusted to achieve good agreement between 

        and measurement data. Alternatively, assuming spherical wave propagation, 

  and    can be directly linked to physical parameters via 

 

                                          
      

                       
                                   (4.19) 

 

                                          
                       

                     
                                    (4.20) 
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where         
   

   
  
    

,        
      

   , and         . Here   ,   ,   
 , 

and    are the wavelength in the meter, the diameter of the receiver aperture in 

meters, the index of the refraction structure parameter, and the link distance in meters, 

respectively. 

 

4.4 Performance Analysis of the Chaotic-LDPC-MIMO 

 

In this section, we have derived measures which can describe the BER performance of 

the proposed LDPC-MIMO system based on chaotic technique. During transmission, 

we transmit the LDPC encoded codeword whose energy is more than the original 

chaotic modulated sequence because of the redundant data symbols added due to 

encoding. Thus, we have to find the difference between the energies of the codeword 

and the additional data added. 

Let             represent symbols of the codeword, [where        ]. 

Thus,  

 

                                                          
  

                                                         (4.21) 

where     is the energy of transmitted codeword. 

and 

                                                          
  

                                                        (4.22) 

where     is the energy of sequence at the output of the information source.   

     

Then 

 

                                                                                                               (4.23) 

 

Looking at the equation (4.12) and equation (4.13) we can see clearly that the decision 

variables          and        share the same statistical properties. We compute the 

statistical properties of the decision variable          for the     fixed bit. 

The mean of              is given as 
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                           (4.24) 

 

For a given fixed bit  , the first and second term in equation (4.25) are equal. The 

variance        of the decision variable is reduced to variance of the noise term     

 

                                                   

       
  

           
            

  
           

     +E[(   
         

       (4.25)         

where  

   
  

  
  from equation (4.12) and equation (4.13) 

Since the noise components of the variable   are uncorrelated and independent of the 

chaotic sequences, and the Gaussian noise samples are independent, the conditional 

variance of the decision variable for a given bit     is        

                                   

      
                         

         
     

         
   

       
         

     
         

                                                                    (4.26)  

 

then 

                                                      
      

     
                                                 (4.27) 

 

The total error probability of the system is the sum of the error probabilities of 

symbols in    and   , which are independent and equiprobable, and so the total error 

probability is the error probability of    or   . 

Thus, the error probability is 

 

                                            
     

 

 
     

              

                 

)                               (4.28) 

 

                                         
     

 

 
     

    
     

     
     

      

      
     

    

                          (4.29) 

Given the non-periodic nature of chaotic sequence, we cannot consider the bit energy 

after spreading by chaotic sequence as constant. The overall BER expression of the C-
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LDPC-MIMO system is therefore the integral of equation (4.30) over all possible bit 

energy values.  

 

                                 
 

 
     

    
     

     
     

      

      
     

    

  
 

 
                       (4.30) 

where         is the probability density function of the energy       which is 

computed by computing the histogram of the    and this followed by numerical 

integration. The expression in equation (4.28) can be computed numerically, taking 

into account the bit-energy variation. 

 

For 2 2 Alamouti, the corresponding BER expression is given by, 

 

                             
 

 
     

    
     

     
     

      

      
     

    

         
                        (4.31)                                                                                               

where   is the number of histogram classes and       ) is the probability of having 

the energy in interval centered on          

 

4.5 Simulation Results and Discussions 

 

The LDPC code is characterized by    =6 and    =3. We set the block length to 

        for both regular and irregular LDPC codes and the code rate 
 

 
    .  

 

From Figure 4.2 which (all curves pertain to  AWGN channel) it can be observed that 

using LDPC code gives high BER performance gain in Single-Input-Single-Output 

(SISO) system.  

 

The use of LDPC code in a SISO system with chaotic modulation gives 6 dB gain at 

BER of 10
-4

 as compared to similar system without LDPC encoding. In case of     

chaotic-MIMO system, LDPC encoding gives 4.5 dB gain at BER of 10
-4

 as 

compared to similar system without LDPC encoding. Further, the use of LDPC code 

in SISO chaotic system gives marginally better BER performance                         
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(0.75 dB) as compared to MIMO chaotic system without LDPC. Finally, with the use 

of a LDPC code, chaotic MIMO gives 4 dB gain at BER of 10
-4

 as compared to SISO 

system using the same LDPC code. The circle graph (black) represent BER curve for 

simulated regular LDPC-MIMO based on CSK which is a large extent align with the 

blue curve represented theoretical BER computed in equation (4.31)  

In Figure 4.3 (all curves pertain to Rayleigh fading channel with    ), the use of 

MIMO technique gives 5.5 dB gain at BER of 10
-4

 as compared to SISO technique 

(without employing LDPC code). After implementing regular LDPC chaotic SISO 

technique gives 3 dB gain when compared to chaotic MIMO technique without 

implementing LDPC coding. The BER performance improves further by 3 dB at BER 

of 10
-4

 if chaotic MIMO technique is combined with LDPC coding.  

In Figure 4.4 (all curves pertain to Gamma-Gamma  fading channel), where   and    

were calculated from (4.19) and ( 4.20) and adopted           ,   
       , the 

diameter of the receiver collecting lens aperture is           and the link distance 

between transmitter and receiver          , where 
  

  
  .  it is seen that 

implementing chaotic-MIMO scheme without LDPC coding gives 6 dB gain at BER 

of 10
-4

 as compared to chaotic-SISO technique. The use of regular LDPC code for 

chaotic SISO technique results in a gain of 1.5 dB at BER of 10
-4

 as compared to 

chaotic MIMO technique without LDPC coding. Finally, using MIMO technique with 

regular LDPC coding gives 2 dB gain at BER of 10
-4

 as compared to chaotic-SISO 

technique with regular LDPC.        

Figure 4.5 (all curves pertain to AWGN channel) implementing irregular LDPC 

coding for chaotic-SISO technique gives 1 dB gain at BER of 10
-4

 as compared to 

chaotic-MIMO technique without LDPC encoding. So while implementing MIMO 

technique irregular LDPC coding gives 4.5 dB gain at BER of  10
-4

 as compared to 

chaotic-SISO irregular LDPC technique. Chaotic-MIMO with irregular LDPC coding 

enhances the BER performance by 1 dB as compared to chaotic-MIMO with regular 

LDPC. So MATLAB simulation for Chaotic-MIMO with irregular LDPC coding can 

use signal with bit energy to noise ratio of 5 dB. The comparison between decoded 

data and original data gave zero errors. 
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Under Rayleigh fading channel. Figure 4.6, using irregular LDPC coding for Chaotic-

SISO technique gives 1.5 dB gain at BER of 10
-4

 as compared to chaotic MIMO 

technique without LDPC coding. Implementing MIMO technique with irregular 

LDPC coding gives further 4.5 dB gain at BER of 10
-4

 as compared to chaotic-SISO 

technique with irregular LDPC coding. Implementing irregular LDPC coding gives 

1.5 dB gain as compared to regular LDPC coding for chaotic-MIMO technique. In our 

irregular LDPC coding, we generated the signal of bit energy to noise ratio of 8 dB. 

The decoded data was found to match perfectly with unmodulated original data.  

 

Figure 4.7 under Gamma-Gamma fading channel using irregular LDPC coding gives 

3 dB gain at BER of 10
-4

 for chaotic-SISO technique as compared to chaotic-MIMO 

technique without LDPC coding. Chaotic-MIMO technique with irregular LDPC 

coding further enhances the BER performance by 2.25 dB. Chaotic-MIMO technique 

with irregular LDPC gives 1.5 dB gain as compared to chaotic-MIMO technique with 

regular LDPC coding. In MATLAB simulation, we generated the signal with bit 

energy to noise ratio of 8 dB. All the original data bits were found to be correctly 

decoded with zero errors.  

 

Figure 4.2 BER performance of C-    MIMO with regular LDPC under AWGN 

channel 
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Figure 4.3 BER performance of C-    MIMO with regular LDPC under Rayleigh 

fading channel 

 

Figure 4.4 BER performance of C-    MIMO with regular LDPC under Gamma-

Gamma fading channel 
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Figure 4.5 BER performance of C-    MIMO with irregular LDPC under AWGN 

channel 

 

Figure 4.6 BER performance of C-    MIMO with irregular LDPC under Rayleigh 

fading channel 
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Figure 4.7 BER performance of C-    MIMO with irregular LDPC under Gamma-

Gamma fading channel 

 

4.6 Conclusions 

 

A communication system employing chaotic modulation, LDPC coding and the 

Alamouti Space Time Code has been proposed. The main focus of this work is to 

analyze and study the performance of C-LDPC-MIMO system under different fading 

channels. We have demonstrated that this system offers benefits of security (because 

of chaotic modulation) and robust performance over both Rayleigh fading and 

Gamma-Gamma fading channels because of the use of LDPC codes and the Alamouti 

STBC. These features make it attractive for deployment in a variety of wireless 

system including Free Space Optic Systems. 

 

In chapter five we propose a multilevel DCSK system which is coupled with a high 

rate STBC to improve the system throughput. . We have designed rate-
 

 
 and rate-

 

 
 

full diversity orthogonal STBC for QCSK and 2 transmit antennas and 2 receive 

antennas by enlarging the signaling set used in the Alamouti scheme. The BER 

performance and effective throughput offered by these schemes has been quantified. 
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CHAPTER 5 

 

QCSK-MIMO COMMUNICATION SYSTEM USING HIGH-RATE 

STBC (QCSK-HRSTBC) 

 

5.1 Introduction 

 

It has been shown that the capacity of wireless channels can be significantly increased 

by the use of multiple antennas [Teletar E., 1999, Basar E. and Aygolu U., 2009]. A 

number of researchers have worked on the synthesis of STBC and STTC schemes that 

can significantly improve the performance of wireless systems (capacity, reliability 

and coverage) operating over fading channels [Siavash M. Alamouti, 1998, Tarokh, 

V., Vahid T., Jafarkhani and Hamid J., 1999].  Development of chaotic modulation 

schemes has also attracted the interest of researchers because they can provide high 

levels of security to information being transacted over wireless channels [Zbigniew G. 

and Gian M.2001]. Lwaa et.al [2013] has shown that excellent BER performances can 

be achieved by CSK and its Differential version (DCSK). DCSK system is one of the 

chaos-based communication schemes that have been shown to be robust against the 

channel imperfections. 

 

In Chapter 3, we have discussed DCSK modulation in which each symbol is 

represented by two sets of chaotic signal samples, with the first set representing the 

reference, and the second carrying data. If    is transmitted, the data-bearing 

sequence, is identical to the reference sequence, and if    is transmitted, an inverted 

version of the reference sequence is used as data bearing sequence. QCSK may be 

considered as the chaotic counterpart of QPSK in conventional digital 

communications. It is well known that at high SNR values, QPSK exhibits the same 

BER performance as BPSK with same bandwidth occupation, but provides double the 

information transfer rate. This is achieved by employing a pair of sinusoidal carriers 

in phase quadrature to generate an orthogonal signal basis.  
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Orthogonal basis functions usually sinusoids, are used in digital communications to 

generate large signal constellations in order to increase the spectral efficiency [Geza 

K., Michael K. and Leon C., 1997].  The basic idea underlying the QCSK scheme is 

the generation of chaotic signals which are orthogonal over a specified time interval.  

This allows the creation of a basis of chaotic functions from which arbitrary 

constellations of chaotic signals can be constructed [Zbigniew G. and Gian M., 2001].  

 

The QCSK symbol consists of two bits as opposed to one bit in DCSK. QCSK may be 

considered equivalent to two DCSK systems, with the difference that in QCSK only 

one reference chip is transmitted for both information-bearing chips.  

 

The advantage of the QCSK scheme is that there is no need to send the orthogonal 

signal over the channel as its estimate can be reproduced from the received reference 

signal. The cost is the increased the complexity as QCSK requires the generation of 

the quadrature signal in both transmitter and receiver. The BER performance of the 

DCSK and QCSK are similar but QCSK has double data rate [Zbigniew G. and Gian 

M.,2001].  The availability of a simple ML decoding algorithm and full diversity 

order are two key features of Alamouti’s STBC scheme. However, in order to achieve 

full diversity, the maximum rates attained with the orthogonal designs have been 

shown to be 1 symbol per time slot for system with 2 transmits antennas [Duy N., Ha 

N. and Hoang T, 2008]. In this chapter, we design classes of full diversity high rate 

(  ) STBC by exploiting the inherent algebra structure in existing orthogonal 

designs based on quaternions for 2 transmit antennas. 

 

The Alamouti matrix for symbol    and    is  

 

                                                              
     

 

    
                                           (5.1)              

This code achieves rate-1 at full diversity and enjoys low-complexity ML decoding. 

Consider the set    of   given by     orthogonal matrices  
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                       (5.2) 

 

In this scheme, the transmitted space time signaling matrix is selected from either   

or    according to additional information it 0 or 1, respectively.  

Contributions of the thesis in Chapter 5: 

 Improve the throughput of transmission for chaos based communication 

schemes by using High Rate Space-Time Block Codes. 

5.2 Quadrature Chaos Shift Keying (QCSK) 

 

The dynamics of the tent map is obtained as shown in equation (2.3).  

 

The first step for introducing QCSK is the generation of a chaotic signal orthogonal to 

a given chaotic reference signal in a specified time interval. Typically, two 

independent chaotic signals       and       exhibits a very low cross-correlation and 

in that sense they might be considered approximately orthogonal over a sufficiently 

long interval [   ] 

 

                                                        
 

 
                                                        (5.3)   

 

 

Figure 5.1: Measurement of cross-correlation of a chaotic tent map. 

-4 -3 -2 -1 0 1 2 3 4

x 10
4

-0.05

0

0.05

t

R
x

y
(t

)

 

 



99 
 

This is demonstrated in Figure 5.1 by computing the cross correlation of two chaotic 

signals. In order to produce an orthogonal basis function useful for communication 

purpose, we are interested in the generation of a chaotic signal   exactly orthogonal to 

a reference chaotic signal  , and which could be generated starting from  .  Let      

be a chaotic reference signal defined for        . We also assume the quadrature 

signal     , with        . The requirement is that the signals      and      be 

orthogonal in the interval          and possess the same power that is,  

 

                                                               
 

 
                                     (5.4)  

 

                                           
 

 
         

 

 
        
 

 

 

 
                            (5.5) 

 

An example of chaotic signal   and corresponding orthogonal signal   is shown in 

Figure 5.2. 

 

Figure 5.2 Example of chaotic waveform      and corresponding orthogonal signal 

 (t), computed y(t) taking Hilbert transform of      over the interval        

 

In QCSK, similarly to DCSK, to send the symbol  , we transmit the chaotic reference 

chip               for half symbol period. In the second half the information-

bearing chip              , is conveyed.    represents the energy per bit.  
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The transmitted QCSK signal has the analytic form represented by equation (5.6) 

where      ,           and          .  

 

                                
                                                             

 

 

           
 

 
         

 

 
       

 

 
    

            (5.6)    

                                                                                                                                                                                                        

In this chapter, we consider the signal constellation as shown in Figure5.3 [Zbigniew 

G. and Gian M., 2001]. 

 

 

 

 

 

 

 

 

 

Figure 5.3 Chaotic constellations. Two level signaling (QCSK) 

 

 

Chaotic Signal Constellation is specified in Table 5.1  

  

QCSK Chaotic Signal Constellation 

S       

s=00 +      

s=01 +      

s=10 -      

s=11 -      

 

Table 5.1 

 

1 

1 
Re 

Im 
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5.3 High Rate Space-Time Block Code (HRSTBC) 

 

A new class of full-diversity high-rate STBCs were proposed in [Duy N., Ha N. and 

Hoang T., 2008, Sushanta D., Naufal D. and Robert C., 2006], where the authors 

exploit inherent algebraic structure in the existing orthogonal designs for 2 transmit 

antennas. The authors showed that the rate of orthogonal designs could be increased 

to 
 

 
  by accommodating 1 additional bit per space-time codeword and that the rate 

could be increased to 
 

 
 by accommodating 2 additional bits per space-time codeword.  

 

In this case, the expanded set        (where    and    are defined in equations 

(5.1) and (5.2) respectively) can be used to construct new high-rate (  ) full-

diversity STBC with low complexity ML decoding and optimized coding gain. This 

arrangement is described in the above reference. It is briefly reviewed in the following 

paragraph.  

Suppose that    and      . The sufficient condition for the STBC   to achieve the 

full diversity order of 2 is that the matrix                 
  (where      is 

conjugate transpose operation) is full rank for all         and      . If both    

and    belong to either   or   , then   will be full rank. However, if      and 

     , for instance, the matrix   loses its rank. In addition to maximize the coding 

gain, the determinant of   needs to be maximized. [Tarokh, V., Sheshadri, N. and 

Calderbank, R., 1998].  A method to maintain the rank of matrix  , proposed in [Duy 

N., Ha N. and Hoang T., 2008], is to simply scale the constellation in one of the sets, 

  or   . Specifically, if the orthogonal design    is expanded by a factor of     

compared to the orthogonal design  , the matrix   is guaranteed to be full rank. It 

was stated in [Sushanta D., Naufal D. and Robert C., 2006] that      is the optimal 

power scaling factor for the case of 2 transmit antennas, in the sense that the coding 

gain is maximized and the peak to average ratio, a side effect of constellation scaling 

is minimized. A different way to maintain the rank of matrix   is to apply 

constellation rotation to one of the STBC design,   or   . For example, if   is kept 

unchanged,    is defined as     



102 
 

                                            
        

   
     

 

      
     

                                    (5.7) 

 

It can be shown that the determinant of                 
   , for all 

        and      . In fact, the minimum determinant of   is maximized with 

  
 

 
.  

 

5.3.1 Rate-
 

 
 STBC Design 

 

Consider QCSK modulation. In the conventional Alamouti scheme, 4 bits select 2 

independent QCSK symbols,    and   . These symbols are then space-time encoded 

as described in equation (5.1) or equation (5.2). The space time encoded symbols are 

sent via 2 transmit antennas and over 2 time slots. One additional bit can be 

accommodated by simply using it to select one of the encoding schemes in equation 

(5.1) or equation (5.2). To illustrate this, suppose that    is the third bit after    and    

coming to space-time encoder. The QCSK symbols    and    that carry other 4 bits 

are encoded as follows: 

 

                                                      
 

    
 
     

 

    
                                        (5.8) 

 

                                                     
 

    
 
     

 

      
                                     (5.9) 

 

Similarly, one can design a rate- 
 

 
  STBC by applying constellation rotation as 

follows. 

                                                            
     

 

    
                                          (5.10) 

 

                                                     
   

 
 

    
 

      
    

 

 

                                   (5.11) 
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5.3.2 Rate-
 

 
 STBC Design 

 

In this design, additional two bits are accommodated to increase the transmission rate 

to 
 

 
. This is accomplished by combining the 2 design methods that achieve rate 

 

 
  

described above. To this end the first bit    is used to choose the constellation scaling 

factor, the second bit    is used to perform constellation rotation. It is simple to show 

that this design still guarantees the full diversity of the code. The design is as follows: 

 

                                                   
 

    
 
     

 

    
                                      (5.12) 

 

                                             
 

    
 
   

 
 

    
 

    
    

 

 

                                 (5.13) 

 

                                                   
 

    
 
     

 

      
                                  (5.14) 

 

                                              
 

    
 
   

 
 

    
 

      
    

 

 

                            (5.15) 

 

 

5.4 QCSK-MIMO System Using High-Rate STBC (QCSK-HRSTB) 

 

The block diagram of proposed QCSK-HRSTBC is shown in Figure 5.4. The QCSK-

HRSTBC modulator includes the chaotic generator which generates the chaotic tent 

map (The dynamic (input-output) relationship of the tent map is specified by equation 

(2.3)).  The corresponding orthogonal signal is generated by the Hilbert Filter. So, the 

original chaotic signal or the orthogonal version of original chaotic signal modulated 

by transmitted symbols will be transmitted depending on the two transmitted symbols.  

Then the signal is transmitted by the antennas     and    . Tables 5.2 and 5.3 show 

the structure of the transmitted signals in time,         , where the time symbol 
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       for rate 
 

 
 and rate 

 

 
  respectively.  Tables 5.4 and 5.5 show the noisy signal 

after it has passed through channel and is received on the first antenna    , where 

            and     are channel gains. At the receiver, the noisy version of the 

reference signal and information bearing signal are observed. We assume that the only 

distortion affecting the received signal is AWGN. As shown in Figure 5.4b, the 

received signal and delayed version of the received signal are correlated and the 

output of correlators provides the observation signals.  Then the received signal is 

decoded by STBC decoder. Finally, the Symbol/Bit converter reconstructs the 

transmitted bits.  The block prior to the decision block in Figure 5.4b is the correlator 

block. The reference chaotic signal is multiplied by the delayed version of the 

incoming signal (  is the delay element) and correlation is performed. 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

(b) 

Figure 5.4 Block diagram of proposed QCSK-HRSTBC a) Transmitter b) Receiver 
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Design of the transmitted signal rate-
 

 
  is specified in Table 5.2 

 

Table 5.2 

 

 

 

 

 

 

If b0=0 is accommodated & s=00 If b1=1 is accommodated & s=00 

Time s1(t) from Tx1  s2(t) from Tx2 Time s1(t) from Tx1  s2(t) from Tx2 

                                        
                                                   

                             

                                                                        

               
               

                            
                

                   

If b0=0 is accommodated & s=01 If b1=1 is accommodated & s=01 

Time s1(t) from Tx1  s2(t) from Tx2 Time s1(t) from Tx1  s2(t) from Tx2 

                                        

                                                   
                             

                                                                        

               
               

                            
                

                   

If b0=0 is accommodated & s=11 If b1=1 is accommodated & s=11 

Time s1(t) from Tx1  s2(t) from Tx2 Time s1(t) from Tx1  s2(t) from Tx2 

                                            
                                                      

                            

                                                                          

              
                

                           
               

                   

If b0=0 is accommodated & s=10 If b1=1 is accommodated & s=10 

Time s1(t) from Tx1  s2(t) from Tx2 Time s1(t) from Tx1  S2(t) from Tx2 

                                            

                                                      
                            

            -                                                             
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If b0 b1=00 is accommodated & s=00 

Time s1(t) from Tx1  s2(t) from Tx2 

                    
           

 
 

    
              

 

    
             

                                    

            

  
 

    
  
              

 

    
  
             

If b0 b1=01 is accommodated & s=00 

Time s1(t) from Tx1  s2(t) from Tx2 

                    
           

 
 

    
   

                
 

    
             

                                    

            

  
 

    
  
              

 

    
  
                   

If b0 b1=10 is accommodated & s=00 

Time s1(t) from Tx1  s2(t) from Tx2 

                    
           

  
 

    
                

 

    
             

                                    

            

   
 

    
  
                

 

    
  
             

If b0 b1=11 is accommodated & s=00 

Time s1(t) from Tx1  s2(t) from Tx2 

                    
           

  
 

    
   

                  
 

    
             

                                    

            

   
 

    
  
                

 

    
  
                   

Design of the transmitted signal rate-
 

 
  is specified in Table 5.3 
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If b0 b1=00 is accommodated & s=01  

Time s1(t) from Tx1  s2(t) from Tx2 

                    

           
 

 

    
              

 

    
             

                                    

            

  
 

    
  
              

 

    
  
             

If b0 b1=01 is accommodated & s=01 

Time s1(t) from Tx1  s2(t) from Tx2 

                    

           
 

 

    
   

                
 

    
             

                                    

            

  
 

    
  
              

 

    
  
                   

If b0 b1=10 is accommodated & s=01 

Time s1(t) from Tx1  s2(t) from Tx2 

                    

           

  
 

    
                

 

    
             

                                    

            

   
 

    
  
                

 

    
  
             

If b0 b1=11 is accommodated & s=01 

Time s1(t) from Tx1  S2(t) from Tx2 
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If b0 b1=00 is accommodated & s=10  

Time s1(t) from Tx1  s2(t) from Tx2 

                      

           

  
 

    
               

 

    
             

                                      

            
 

 

    
  
               

 

    
  
             

If b0 b1=01 is accommodated & s=10 

Time s1(t) from Tx1  s2(t) from Tx2 

                      

           

  
 

    
   

                 
 

    
             

                                      

            
 

 

    
  
               

 

    
  
                   

If b0 b1=10 is accommodated & s=10 

Time s1(t) from Tx1  s2(t) from Tx2 

                      

           

   
 

    
               

 

    
             

                                      

            

  
 

    
  
               

 

    
  
             

If b0 b1=11 is accommodated & s=10 

Time s1(t) from Tx1  s2(t) from Tx2 
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Table 5.3 

If b0 b1=00 is accommodated & s=11  

Time s1(t) from Tx1  s2(t) from Tx2 

                      
           

  
 

    
               

 

    
             

                                      

            
 

 

    
  
               

 

    
  
             

If b0 b1=01 is accommodated & s=11 

Time s1(t) from Tx1  s2(t) from Tx2 

                    
           

  
 

    
   

                 
 

    
             

                                     

            
 

 

    
  
               

 

    
  
                   

If b0 b1=10 is accommodated & s=11 

Time s1(t) from Tx1  s2(t) from Tx2 

                      
           

   
 

    
               

 

    
             

                                      

            

  
 

    
  
               

 

    
  
             

If b0 b1=11 is accommodated & s=11 

Time s1(t) from Tx1  s2(t) from Tx2 
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Table 5.4 Design of the received signals for rate-
 

 
 

 

If b0 =0 is received 

Time Received signal on Rx1 

                            
  

                                             
  

                                            
  

                  
                  

               
  

If b1 =1 is received 

Time Received signal on Rx1 

                            
  

                 
                                 

  

                                            
  

                  
                  

                     
  

 

Table 5.4 

Table 5.5 Design of the received signals for rate-
 

 
 

 

If b0 b1 =00 is received 

Time Received signal on Rx1 

                            
  

           
 

 

    
                 

 

    
                  

  

                                            
  

            

  
 

    
     

              
 

    
     

               
  

If b0 b1 =01 is received 

Time Received signal on Rx1 
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If b0 b1 =10 is received 

Time Received signal on Rx1 

                            
  

           

  
 

    
                  

 

    
                  

  

                                            
  

            

   
 

    
     

               
 

    
     

               
  

If b0 b1 =11 is received 

Time Received signal on Rx1 

                            
  

           

  
 

    
      

                 
 

    
                  

  

                                            
  

            

  
 

    
     

               
 

    
     

                     
  

 

Table 5.5 
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The output of correlator in first line is 

                                                       

 

   

      
     

                                     

 

   

                         
     

                 

 

   

 

                                  

 

   

 

where       
  

    =   
  

    and          

then  

    

      
       

                                              
 
   

 
   

                     

Let  

                                                            

 

   

 

   

     

            
         

                                          

 

   

 

   

 

     

 

Let    
      ,    

     ,    
      and    

      

                                                                                                   (5.16) 

 

                                                        
       

                                   (5.17) 

 

Similarly, for     and    , where,     =     and    =   . 

Then the received signal  
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                 (5.18) 

 

Finally the channel model is 

 

                                                                                                               (5.19) 

 

In order to estimate the transmitted bits, the signal   must be multiplied by conjugate 

transpose of the channel matrix   

                                                            
   
   

                                                    (5.20) 

 

The decision variables of the bits    and    are then as follows: 

 

                           
     

     
     

               
     

                             

                          
     

     
     

               
     

       (5.21) 

 

Then the transmitted bits are               and              . 

 

5.5 BER Performance Analysis 

 

Since the decision variables share the same statistical properties, we focus on 

computing the mean and variance of the decision variable    . 

   and    are computed for     bit, and the mean of     is reduced to the term given 

in equation (5.22) because the elements of the noise components   are independent 

and zero mean. 

 

                                      
   
    

     
       

     
     

     
                          (5.22) 
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For a given fixed bit  , the first and second term in equation (5.23) are equal. The 

variance         of the decision variable is reduced to the variance of the noise term 

         

 

     
           

            
          

     
       

     
     

     
      

   
     

       
     

     
     

                    
     

                (5.23) 

 

Since the noise components of the variable   are uncorrelated and independent of 

chaotic sequences, and the Gaussian noise samples are independent as well, the 

conditional variance of the decision variable for a given bit     is 

 

                
                                 

    
          

    
       (5.24)   

Then, 

  
             

                                   

 

   

                                   

 

   

  

 

   

 

 

               
              

    
   

 
              

    
   

 
+
      

 

 
                (5.25) 

 

The form of expression (5.25) is obtained because the channel gain    is constant for 

AWGN assumption and the noise and chaotic signals are independent with zero 

means.                                                                                                                                    

By analogy, the variances   
     

  and   
  are given as follows: 

 

  
                          

    
   

 
              

    
   

 
+
      

 

 
   (5.26) 
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(5.27) 

 

   
         

    
      

     
     

  
    

   

 
     

     
     

  
    

   

 
 

      
 

 
(5.28) 

 

We can compute the total variance from the above expressions    

     

                   
   
                            

     

 
 

   
 

 
                 (5.29) 

 

                                                  
     

 

 
     

     
   
 

       
   
 

                                        (5.30) 

 

In order to compute the BER with our approach, the error probability must first be 

evaluated for a given received energy   
   

 . Considering the bit energy (or chaotic 

chips) as a deterministic variable, the decision variable at the output of the correlator 

is necessarily a random Gaussian variable. As a result, this error probability is 

 

                      
     

 

 
     

    
     

     
     

    
   

                           
     

 
 
   

 

 
 

                      (5.31) 

 

The overall BER expression of the QCSK-MIMO sytem using high rate STBC is                                                                                  

                 
 

 
      

    
     

     
     

    
   

                           
     

 
 
   

 

 
 

 
 

 
    

       
   

    (5.32) 

 

where     
     is the probability density function of the energy   

   
.  

 

To compute the integral in equation (5.32), we must first have the energy distrbution. 

Because the analytical expression of probability density function (PDF) seems 

intractable, the only way to do this is to compute the histogram of the bit energy as 

shown in Figure5.5 followed by a numerical integration. 
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Figure 5.5 Histogram of bit energy for a QCSK-HRSTBC 

Since an analytical expression appears to be hard to obtain numerical integration 

remains a solution for performing the BER computation. The expression in equation 

(5.30) can be computed numerically, taking into account the bit energy variation. 

The numerical integration expression is given by,  

 

                              
    

     
     

     
    

   

                           
     

 
 
   

 

 
 

  
       

              (5.33) 

 

where   is the number of histogram classes and     
     is the probability of having 

the energy in interval centered on   
   

. 

 

5.6 Simulation Results 

 

Figure 5.6 shows the effective throughput in terms of bits/time slot against bit energy 

to noise ratio implementing     Alamouti scheme under AWGN channel. The 

effective throughput  is defined as                    , where   is the code 

rate and   is the constellation size (which is 4 for QCSK modulation). The 

throughput of rate-1 system without chaos approaches 1 bit/time slot at 8 dB bit 

energy to noise ratio. Rate-1 DCSK, also approaches 1 bit/time slot but compartively 

slowly at 14 dB bit energy to noise ratio. At 14 dB bit energy to noise ratio rate-1 
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QCSK can acheve 2 bits/time slot throughput (double as compared to rate-1 DCSK). 

Rate-
 

 
 QCSK can achieve effective throughput of 2.5 bits/time slot at relatively lower 

bit energy to noise ratio value of 10 dB (increasing throughput by 25% as compared 

to rate-1 QCSK). 

 

Figure 5.7 shows that a rate-
 

 
 QCSK can achieve throughput of 3 bits/time slot at bit 

energy to noise ratio value of 12 dB (increasing throuput by 50% as compared to rate-

1 QCSK). 

Figure 5.8 shows that rate-
 

 
  QCSK can be implemented to increasae the throughput 

substationally with the minimum penalty in BER performance. This system gives 3 

dB gain as compared to Single-Input-Single-Output (SISO) under AWGN channel.  

 

The circle graph (black) represent BER curve for simulated QCSK rate-5/4 which is 

overlapped with a maximum deviation of 0.5 dB by the green curve represented 

theoretical BER computed in equation (5.33).  

 

Figure 5.9 shows that with a further relaxiation in BER performance we can further 

increase the throughput by implementing rate-
 

 
 QCSK. This system gives 2 dB gain 

as compared to SISO communication system under AWGN channel. 

 

Thus we can achieve throughput of 2.5 bits/time slot by using rate-
 

 
  QCSK without 

considerable degredation in BER performance as compared to rate-1 DCSK. We can 

further increase the throughput to 3 bits/time slot by implementing rate-
 

 
 QCSK with 

a trade off in BER performance.    
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Figure 5.6 Effective throughputs of high rate full-diversity design of rate-
 

 
 for 2 

transmit antennas  

 

Figure 5.7 Effective throughputs of high rate full-diversity design of rate-
 

 
 for 2 

transmit antennas  
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Figure 5.8 BER performances of high rate full-diversity design of rate-
 

 
 for 2 transmit 

antennas  

Figure 5.9 BER performances of high rate full-diversity design of rate-
 

 
 for 2 transmit 

antennas  
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5.7 Conclusions 

 

In this chapter, we have proposed a multilevel modulation scheme with high rate 

STBC which has been labelled as (QCSK-HRSTBC). The QCSK scheme is drived 

from DCSK and exhibits approximately similar BER performance as DCSK for rate-
 

 
  

but with 25% information rate increase compared to the traditional Alamouti scheme 

for QCSK modulation for rate-
 

 
  and 50% information rate increase with rate-

 

 
 .  

 

These advantages are realized without paying a penalty (cost) in terms of deterioration 

in BER. Thus, these schemes can be advantageously employed in communication 

systems where information security as well as high information fidelity are required. 

 

In the next chapter, we have determined the BER performance of CSK systems under  

three common types of jamming, namely single-tone jamming, pulsed sinusoidal 

jamming and multi-tone jamming under different levels of noise power over the 

AWGN channel. This has been motivated by the desire to evaluate the performance of 

these schemes in the presence of a jamming signal. We have tried to determine that 

chaotic modulation scheme which is most resistant to jamming. 
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CHAPTER 6 

 

ANTI-JAMMING PERFORMANCE OF COMMUNICATION 

SYSTEMS BASED ON CHAOTIC MODULATION AND MIMO 

SCHEMES 

 

6.1 Introduction 

 

The chaotic system is a dynamical system which shows complex behavior. The major 

attribute of a chaotic system is its sensitive dependence on initial conditions. Time 

series generated from chaotic systems are wideband in nature and noise like in 

appearance. Because of these special properties, chaotic systems have been widely 

studied for secure communication applications as well as for encryption and 

decryption of messages. Encryption of messages is the most common method used for 

secure communication of sensitive information. [Murthy C., Srilatha G., Anitha K., 

Ravi Kumar Ch. and Srinivasa Rao M., 2011, Liu. J, Cai. T, Ziao. J, Zhang. Y. and 

Wu. Y., 1996].  Our purpose in this chapter is to show that chaos based 

communication systems; specifically the combination of CSK and MIMO 

communication system has the potential of being employed to design spread-spectrum 

like systems. The use of CSK modulation scheme provides strong resistance against 

jamming [Liu. J, Cai. T, Ziao. J, Zhang. Y. and Wu. Y., 1996, Zhi. D, Bing. W. and 

Peng. L, 2006]. In the previous chapters, we have investigated the feasibility of 

employing chaotic techniques to enhance information security in MIMO channels by 

implementing space-time coding schemes combined with CSK modulation. The focus 

of this chapter is to evaluate some salient performance measures of these systems like 

determination of their anti-jamming performance. Prior research work on the 

performance of chaotic communications under the influence of jamming has focused 

on SISO channels [Lau F., Ye M., Tse C. and Hau S, 2001, Francis C. M., Lau F. and 

Tse C., 2002]. We have widened the scope of this discussion by analyzing the 

performance of chaos based communication systems over MIMO channels. 



122 
 

Specifically, CSK combined with 2 2 Alamouti scheme and 2 1 Alamouti scheme 

have been studied under the influence of jamming. Three common types of jamming 

signals, namely single-tone jamming, pulsed sinusoidal jamming and multi-tone 

jamming, have been considered in our study. 

Contributions of the thesis in Chapter 6: 

Evaluate the BER performance of CSK with 2×1 and 2×2 Alamouti schemes for 

different jammers. We have analyzed the performance of three common types of 

jamming, namely single-tone jamming, pulsed sinusoidal jamming and multi-tone 

jamming by quantifying the BER performance under different levels of noise power 

over AWGN channel. 

 

6.2 Types of Jammers 

 

Single-tone jamming, pulsed sinusoidal jamming and multi-tone jamming constitute 

the most common type of jamming signals encountered in practice. The mathematical 

models and characteristics of these of these jamming arrangements are briefly 

described below. 

6.2.1 Single Tone Jammer 

A single-tone jammer is generated by an oscillator whose operating frequency lies 

within the bandwidth of the signal being jammed (chaotic signal in our case). The 

single-tone jammer is used to disrupt narrowband communication. The sinusoidal 

jammer is modeled by a sine wave of frequency   and power     . The output of the 

sinusoidal jammer (using discrete time representation) is depicted by    

              
 

 
  where   is the normalized jamming frequency defined as 

     ,    represents the bit duration.[ Lau F., Ye M., Tse C. and Hau S., 2001, 

Francis C. M., Lau F. and Tse C., 2002]. 

6.2.2 Pulsed Sinusoidal Jammer 

A pulsed sinusoidal jammer is a wideband jamming source which turns on and off 

periodically. This jammer concentrates the jamming power during the “on’ time to 

disrupt a spread-spectrum communication system. The duty factor is the fraction of 

time during which the jammer turns on [Francis C. M., Lau F. and Tse C., 2010]. 
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We assume that the pulsed sinusoidal jammer transmits pulses of band-limited white 

Gaussian noise having total average power     . Further, it is assumed that the 

jamming noise occupies the same bandwidth as the chaotic signal. As mentioned 

before, the pulsed noise jammer concentrates the power during the “on” time to 

disrupt the spread-spectrum communication system. Since the jammer turns on for a 

fraction   of the time and the average power equals     , as defined earlier, the 

jamming power equals              when the jammer is turned on.  

 

There are two types of pulsed sinusoidal jammers, namely slow switching jammer and 

fast switching jammer. In our case, the jammer is considered as fast switching 

jammer, meaning that the switching frequency is assumed to be very close to the bit 

frequency within each bit period. Therefore, the jammer is assumed to be on for a 

fraction   of the symbol period and off for the remaining symbol period [Kaddoum 

G., Francois G., and Sacha A., 2010].    

 

6.2.3 Multi-tone Jammer 

 

Multi-tone jamming is also called fixed tone jamming. The suitable method for this 

jamming is to place multiple tones along the transmission band. [Khalid A, 2007].  

The power of the jamming signal is                 .   

where  , is the level of digital modulation (in our case BPSK,    ),   is the 

number of jamming frequencies and    is the number of frequencies in total 

bandwidth. 

 

6.3 System Overview 

 

In this chapter, we have investigated the performance of chaos modulation when the 

channel is subject to a jamming signal in addition to AWGN. Figure 6.1 shows a 

block diagram of concatenated chaotic and MIMO communication systems with 

jamming and noise added. 
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\ 

 

 

Figure 6.1 Block diagram of chaotic - MIMO communication systems with jamming 

and noise added [Lwaa F. et al, 2013]  

 

The transmitted signal at the output of the transmitter for CSK communication system 

is as in equation (3.4). In our analysis, we assume the jamming signal is sine wave of 

power      and frequency  , i.e.,  

 

                                                                                                       (6.1) 

 

In this equation,   is the initial phase angle of the jamming signal and is assumed to 

be an arbitrary constant angle selected from       . Assuming additive jamming and 

noise, the signal at the input of receiver,     , is given by, 

 

                                                                                                          (6.2) 

 

where     is the jamming signal. The transmitted bits can be demodulated by de-

spreading the received signal and then integrating over a symbol duration   . The 

transmitted bits are estimated by computing the sign of the decision variable at the 

output of correlator.  

 

                              
        

   
   )          

         )           (6.3)   

 

where sign (.) is the sign operator and    is the jamming component after dispreading 

and integration. 
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The objective of our study is to determine the BER performance when the MIMO 

chaotic-modulation based digital communication system is affected by a jamming 

signal in addition to AWGN noise. The design of the transmitted signal is as in Table 

3.1. 

 

The received signal at the first time symbol         on     is  

 

                                                                 
    

                           (6.4)  

 

The received signal at the second time symbol             on     is  

 

                                                     
           

        
    

                (6.5)  

 

The received signal at the first time symbol         on     is  

 

                                                                 
    

                           (6.6)  

 

The received signal at the second time symbol             on     is 

  

                                                     
           

        
    

                (6.7)  

 

The energy of a given bit   is   
   
    

     
   . 

 

We will use the first received signal        in our analysis to get a measure of BER 

performance. The analysis for other received signals is similar.  

 

Assuming that a correlator-type receiver is employed, the correlator output for the     

bit is given by, 

 

               
  
                         

  
         

  
                   (6.8) 

 
Required signal Noise Jamming signal 
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Suppose the output of the sinusoidal jammer is modeled as,                
   

 
 

  , then equation (6.8) becomes, 

              

            
  
                         

  
             

  
        

   

 
 

                                                                                                                                (6.9) 

 

 Then   

       

                            
   

  
             

  
        

   

 
         (6.10) 

 

                                                                                                   (6-11) 

where        
   

  
             

  
        

   

 
    

                                                     
       

                                       (6-12) 

 

where        
     

  
               

  
        

   

 
    

 

The received symbols     and     on the second antenna     are computed in the 

same way. 

Then the received signal is 

 

                                         

   
   
   
 

   
 

     

             
             
   
         

 

   
         

 

  
  
  
   

   
   
   
 

   
 

                  (6.13) 

 

In view of these equations, the channel input-output relationship is described by, 

                                                                                                               (6.14)   

                                    

In order to estimate the transmitted bits, the signal   must be multiplied by conjugate 

transpose of the channel matrix   
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                                                    (6.15)  

 

6.4 BER Performance Analysis 

                                          

We can rewrite    in the form   

                                                  

                                                                                                              (6.16) 

where     and   are the required signal, noise and jamming signal respectively and 

are defined as, 

 

                  ,        
  
    and            

  
        

   

 
   . 

 

Where        
    

                
  

                       
     

    

 

The mean of     is                         

 

The mean of    is  

 

                                           
     

     
     

    
   
  
   

                            (6.17) 

 

The chaotic sequence, the sinusoidal wave, and the spreading codes are independent 

with mean equal to zero. So, the mean of the two components   and   are equal to 

zero, i.e,  

 

                                                                                                              (6.18) 

The variance of     is 

 

                                                                                           (6.19) 

 

The required signal variance can be approximated by, 
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                                                                                                               (6.20) 

where        is the variance of chaotic signal which is equal to power of the signal 

(i.e., the mean of chaotic signal is equal to zero). The variance of the variable     is 

equal to 

                                                    
     

     
     

    
 

 
                      (6.21) 

 

where    
  

  
 and Ʌ is the variance of {  

 } 

 

                                                   
     

     
     

                           (6.22) 

 

where     is the average power of the chaotic tent map. The power    can computed 

by numerical simulation, or analytically, if the probability density function of the 

chaotic sequence is available.  

 

The variance of the variable   is equal to  

 

                                                                                                                 (6.23) 

 

And the variance of variable   is equal to 

 

                                                                                                              (6.24) 

 

Then, 

                                        
     

     
     

        

                                                                                                               (6.25) 

 

 

The overall BER requires the conditional error properties          s=-1) or verse 

versa. These are equal by symmetry and thus the overall BER does not depend on the 

proportions of the transmitted   value and so   
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       BER=               }]    where            
 

   
          

  

 
                               

 

Thus,       

                                                                      

    

           
  

        
    

            
  

                            
 
 

    

       
    

        
     

     
     

         
     

     
     

              

         
 
 

    

   
    

    =  
   

 is the chaotic symbol energy, and         
       

    

 
, then 

 

             
 

 

 

 
     

     
     

     
     

     

      
     

     
     

                      

     
       

   
     (6.26) 

 

The BER expression is the result of the integral given in equations (6.26). To compute 

the integral in (6.26), we must first have the bit energy distribution.  

After numerical integration the BER expression for 2 2 Alamouti is given by, 

 

            
 

 
     

     
     

     
     

     

      
     

     
     

                      

     
     

             (6.27) 

 

For pulsed sinusoidal jamming 

 

                                                                                                                   (6.28) 

Again,   is the fraction of time during which the jammer is on. In our case, jammer is 

assumed to be a fast switching jammer. Therefore, the jammer is assumed to be on for 

a fraction   of the symbol period and off for the remaining symbol period. Then we 

have, 

         
 

 
     

     
     

     
     

     

      
     

     
     

              
         

 

     
     

               (6.29) 
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             (6.30) 

The total     is then given by, 

 

                                                                                             (6.31) 

 

In case of multi-tone jamming, as illustrated in section 2.3,                 , 

then the probability of error is 

 

                
 

 
     

     
     

     
     

     

      
     

     
     

             
       

  

     
     

             (6.32) 

 

6.5 Simulation Results and Discussion 

 

In this simulation jamming signal introduced as noise signal interfering with the chaos 

modulated data signal. As shown in Figure 6.2, in absence of jamming signal, the 

chaotic system implementing 2 2 Alamouti scheme with spreading factor  =4 gives 

BER performance equivalent to BPSK under AWGN. With the introduction of 

jamming signal, the BER performance degrades by 2.5 dB for jamming level 
  

    
 

   dB and by 3 dB for jamming level 
  

    
    dB. If an un-spread non chaotic 

signal is employed in the presence of the jamming signal, a further degradation of the 

BER performance by 1.25 dB at jamming level 
  

    
    dB is observed. Thus it 

can be inferred that spreading signal over wide bandwidth using chaotic techniques 

improves BER performance in the presence of a jamming signal. The circle graph 

(black) represent BER curve for simulated jamming level 
  

    
       which is 

overlapped by the green curve represented theoretical BER computed in equation 

(6.27).  
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As shown in Figure 6.3, in the presence of jamming signal of jamming level 
  

    
 

    dB a chaotic system implementing     Alamouti schemes gives 5 dB 

improvements in BER performance at BER of 10
-4

 as compared to chaotic SISO 

system. Similarly, a     Alamouti chaotic system gives 3 dB gain at BER of 10
-4

 as 

compared to chaotic SISO system.  Hence, the use of chaotic modulation schemes 

combined with Alamouti schemes helps in enhancement of BER performance under 

the influence of jamming signals. 

 

In Figure 6.4, we have plotted the BER performance of the CSK-MIMO system under 

the influence of single-tone, pulsed sinusoidal (     ) and multi-tone jamming 

(      for jamming level 
  

    
    dB. The required bit energy to noise ratio 

(     ) is in the range of 11 dB to 18 dB at BER of 10
-5

. The single-tone jamming 

requires a SNR (       value of 11 dB to achieve a BER of 10
-5

. While it can be 

observed that the multi-tone jamming requires a SNR (       value of 18 dB to 

achieve a BER of 10
-5

. 

 

Figure 6.2 BER of CSK system with different values of signal power to the jamming 

signal (
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Figure 6.3 BER comparison between 2×2, 2×1 and SISO communication systems for 

Sinusoidal jamming with jamming level 
  

    
    dB       

 

Figure 6.4 BER of common different types of jamming, namely, sinusoidal jamming, 

pulsed sinusoidal jamming and multi-tone jamming 
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6.6 Conclusions  

 

In this chapter, the performance of secure CSK-MIMO communication systems in the 

presence of different types of jamming signals has been analyzed. The analysis has 

been supported by simulation plots in which the BER associated with the system 

under different jamming scenarios has been determined and plotted.  

 

The analytical BER expressions obtained for different types of jamming have been 

derived. Simulation results quantifying the BER levels for different levels of jamming 

and different types of jamming have been presented.  

 

A comparison of the performance of CSK-MIMO schemes employing         

and SISO systems under sinusoidal jamming has been presented. Based on these 

results, it can be concluded that CSK-MIMO systems have significant anti-jamming 

capabilities and have the potential of being employed in designing spread-spectrum 

systems.  

 

In chapter seven we have design a DS-CDMA-MIMO system based on CSK 

modulation and have evaluated its performance in a wireless channel with two 

transmit antennas and one receive antenna as well as with two transmit antennas and 

two receive antennas.  

 

We have used different chaotic maps under different fading channel models (Rayleigh 

and Gamma-Gamma) in our study.  
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CHAPTER 7 

 

CSK BASED MIMO-CDMA SYSTEM: DESIGN AND 

PERFORMANCE EVALUATION  

 

7.1 Introduction  

 

The primary motivation for the design of a MIMO-DS-CDMA link based on CSK 

modulation scheme arises from the necessity to have secure communication links with 

good BER performance. The precise BER specification usually depends on the value 

dictated by the application. CDMA-MIMO system is based on combination of two 

technologies, CDMA and MIMO, which have been introduced to optimize the 

performance in the presence of two sources of degradation: multipath and multiuser 

interference [Cherni A.,Ben Jemaa Z. and Belghith S. 2011, Inokura H., Kuroyanagi 

N., Tomita M. and Suehiro N, 2003, Mazzini G., Sitti G. and Rovatti R, 1997].  

 

In DS-CDMA system, all the users of the system employ the same frequency band 

simultaneously.  Individual users are distinguished only by means of spreading 

waveforms. The dominant impairment and the limiting factor in the detection process 

of synchronous DS-CDMA system is the loss of orthogonality between the spreading 

waveforms due to fading multipath propagation. It leads to Multiple Access 

Interference (MAI) in DS-CDMA system. MAI can be mitigated through the use of 

MIMO schemes [Thiruvengadam S., Karthikeyan A., Vinothkumar V. and 

Abhaikumar V., 2003]. A classical set of spreading sequences used in DS-CDMA 

system are the binary sequences generated by LFSR schemes [Nagarajan V., 

Dananjayan P. and  Nithyanandhan L.,2009]. It has been reported in literature that the 

chaotic sequences derived from chaotic time series exhibit orthogonality better than 

the conventional PN sequences. Further, there is a possibility of generating a large 

number of distinct chaotic sequences, which could be used to support more number of 

users within allocated bandwidth for DS-CDMA systems [Thiruvengadam S., 
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Karthikeyan A., Vinothkumar V. and Abhaikumar V., 2003]. The properties of 

chaotic signals match the requirements for signals used in communication systems, in 

particular for spread-spectrum communication and secure communication systems. To 

correctly demodulate the transmitted CSK signal, the exact initial conditions must be 

known at the receiver side [Jaedon P. Eunju L., and Giwan Y., 2011]. The possibility 

of generating an infinite number of uncorrelated chaotic sequences from a given map, 

which can be uniquely regenerated at the receiver, simplifies the application of these 

signals in multiuser case. Tent map, Logistic map, Chebyshev map and Tail shift map 

are typical examples of one-dimensional chaotic maps. One practical approach to 

realizing a secure communication channel is to have a chaotic generator that is can be 

used to generate sequences which serve as the symbols of a CSK system. In this case, 

different sequences can be generated using the same generator but with different 

initial conditions [Huanfei and Haibin 2009].  A widely used approach known as the 

Simplified Gaussian Approximation (SGA) considers the sum of dependent variables 

at the output of correlator as a Gaussian variable [Charge P, Kaddoum G., Lawrance 

A. and Roviras D., 2011].  This approach does not take into account the non-periodic 

nature of chaotic sequence, which leads to a low precision of BER approximations, 

especially when the spreading factor is low.  

 

Since the SGA is very crude in its Gaussian approximation, a better approach is to 

apply the Gaussian approximation conditionally on the chaotic spreading samples of 

the active user, and subsequently average over all chaotic spreading samples which 

the active user might employ.  

Contributions of the thesis in Chapter 7: 

 Evaluate the BER performance of Code-Division Multiple Access (CDMA)-

MIMO system under different fading channels. 

7.2 CSK-DS-CDMA Transmission Systems 

 

Here, we give a brief description of CSK-DS-CDMA system which is modified in our 

proposed MIMO-CDMA based on CSK modulation scheme discussed in section 7.4.   
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The CSK system in Figure 7.1 has   users. A stream of binary data symbols from 

active user   (                 with bit period    is spread by a chaotic signal 

generated at the transmitter.  

 

The spreading factor (   is the number of chaotic samples in a bit duration and these 

constitute a chaotic segment;    is the chip duration, so       . The chaotic 

segment {  } is assumed to have been started with a random initial sample value      

from the natural invariant distribution [Lawrance and Yao 2007]. 

The output of chaotic signal generator 

 

                                                                
   
                                                    (7.1) 

 

The transmitted signal of the     user is thus 

 

                                                                   
   
                                                (7.2) 

The energy of a typical bit of     user is given by 

                                                       
   
        

    
                                                  (7.3) 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.1: Block diagram of a multiuser coherent CSK communication system. 
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The bit energy depends on the sample values      which are real numbers. Hence, the 

bit energy is not a constant in contrast to conventional system, such as BPSK.  

 

We assume that the transmitted signal is communicated over a channel perturbed by 

AWGN channel. Let      be the Gaussian noise effecting reception by the     user. 

We assume      has a two sided power spectral density given by 

 

                                                                                                                    (7.4) 

 

Let       be the equivalent noise source of       specified as 

 

                                                                    
 
                                                   (7.5)   

where        are independent Gaussian random variables with zero mean and variance 

 

                                                              
                                                         (7.6) 

 

Furthermore, all users are asynchronous and the received signal       of user   at time 

  includes the sum of     interference signals from the other users and AWGN 

noise. Hence,       is given by, 

 

                                                             
                                        (7.7)  

 

By substituting (7.2) in (7.5) and (7.7) we obtain, 

 

                                                     
   
   

 
       

   
                (7.8) 

 

where   is the channel coefficient. In coherent CSK communication systems, perfect 

synchronization is assumed. 
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The output of correlator is  

 

                                                                  
   

 
                                          (7.9) 

 

By placing (7.1) and (7.8) in (7.9) the correlator output can be expressed as [Ehsan. 

B., Robert S. and Ranjan. M.,2008],  

 

                                                          
   
                                       (7.10) 

 

where          is the decision variable and is the discrete covariance sum from 

       . and                      
 
                           

 

7.3 Fading Channel Models 

 

In addition to Rayleigh fading channel (section 3.3.1) and Gamma-Gamma fading 

channel (section 4.3), log-normal fading channel are also used also to model wireless 

optical communication channels. 

 

Lognormal Fading Channel [Mokhtar M and Gupta S., 1992, Laourine A., 

Stephanne A. and  Affes S. 2009] 

 

A random variable   is said to be log-normally distributed, if the random variable 

      is Gaussian distributed. The lognormal distribution is used to model 

continuous random quantities when the distribution is believed to be skewed, such as 

certain income and lifetime variables. The PDF of the lognormal distribution is given 

by 

 

                                           
 

     
 
  

          

   
 
       

                                     

                             (7.11)   
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7.4 MIMO-CDMA System Based on CSK  
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Figure 7.2 Block diagram of proposed CSK-MIMO-DS-CDMA system a) 

Transmitter, b) Receiver  
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In our case, we consider two cases. In the first case, the system is assumed to have 

two transmitter antennas and one receiver antenna. In the second case, it is assumed to 

have two transmitter antennas and two receiver antennas. The Almouti matrix for 

symbols    and    is as in equation (3.10). 

 

The design of the MIMO-DS_CDMA system based on CSK modulation scheme is 

illustrated in Figure 7.2. The data    for each user   are separated by chaotic 

sequences which generated by chaotic generator.  

 

The design of the transmitted signal is specified in Table 7.1 

 

 

 

 

Table 7.1 

 

In this table,    denotes the chip interval. 

 

The block diagram for 2 1 Alamouti for     user is shown in Figure 3-3. 

 

 

The received signal of the 2 1 Alamouti for     user is specified in Table 7.2 

 

Time Received signal  

                                 
     

       
   
   ) 

                   
          

              
     

       
   
   ) 

 

Table 7.2 

 

As shown in Figure 3.3b, the received signal for     user is first multiplied by a 

synchronized replica of chaotic sequence, and then summed over a time symbol    , 

Time                             
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and finally decoded by a STBC decoder. In the first time block         of the 

receiver, the received signal    for     user after correlation with the local chaotic 

sequence is 

 

                                      
   
                  

    
    

        
     

       
   
                                                                                       (7.12)   

Let         
     

       
   
   )     =     and         

     
       

   
             .  

                                            

The energy of a given bit   is as in equation (7.3). The equivalent baseband model on 

        of the received symbol is  

 

                                                                                                        (7.13)     

  

In this equation,     represent noise and interference of other user components. By 

analogy, the received symbol      for the second time            for the     user is 

given by, 

  

                                                              
      

                                    (7.14) 

 

Again,     represent noise and interference of other user components. 

 

The received signals of the 2 2 Alamouti for     user are summarized in Table 7.3. 

 

 

 

 

 

 

 

Table 7.3 

Time Received signal on     
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Let     
    

       
   
      

      =  
    . 

 

As shown in Figure 3.4 the received signal for     user is first multiplied by a 

synchronized replica of chaotic sequence, and then summed over a time symbol    , 

and finally is decoded by a STBC decoder. In the first time block         of    , the 

received signal     for the     user after correlation with the local chaotic sequence is 

 

                                
          

   
                     

    
    

      
      

   
   

 
                                                                                                    (7.15)    

                

The equivalent baseband model on         of the received symbol on the first 

antenna is 

                                                                                                    (7.16) 

 

In this equation,        represents a zero mean Gaussian noise component for     user. 

                                                           
     
    

                                                  (7.17) 

 

By analogy, the received symbol       on the first antenna     for the second time 

block            for the     user is given by  

                                                         
       

                                    (7.18) 

 

where the noise component is given by  

                                                                 
     
    

                                            (7.19)   

  

The received symbols       and       on the second antenna     are computed in the 

same way.       

The channel model for     user is given by 

                                                                                                                (7.20) 
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The transmitted bits for     user are estimated by multiplying the symbol    by the 

conjugate transpose of the channel H, then 

 

                                                            
     
     

                                                 (7.21)    

 

Finally, the estimated bits are computed from the sign of the decision variable 

                 and                 . 

 

7.5 BER Computation for CSK-MIMO-CDMA System 

 

In this section, we have studied the conditional BER associated with estimating a 

symbol (bit value) 0 conditional on symbol 1 being transmitted is considered, and vice 

versa. The aim of this section is to calculate the bit-error probability exactly, rather 

than approximately from Gaussian approximation. Based on the SGA assumption, the 

BER can be specified as 

 

                                                                                                  (7.22) 

    

The Simplified Gaussian Approximation (SGA) technique can be used to accurately 

determine the BER when the value of the spreading factor   is large (      It does 

not provide accurate estimates of the BER for small values of  . where       and 

        are the mean and variance of            [Tam W., Lau F., Tse C. and 

Lawrance A., 2004].  

 

Because of the SGA presented above is very crude in its Gaussian assumption and a 

better approach is to apply the Gaussian approximation conditioned on the chaotic 

spreading samples which the active user might employ.  

 

Thus       and         are now considered conditionally on    and denoted by 

         and           .  
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The overall BER requires the conditional error probabilities          b=  ).these 

are equal by symmetry and thus the overall BER does not depend on the properties of 

the transmitted   symbol values, the conditional Gaussian approximation (CGA) to 

the BER probability thus becomes  [Ji Y. and Lawrance A, 2005, Ohama G., 

Lawrance A., 2003]. 
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                   (7.23) 

Then  
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                                                                                                                                (7.25) 

 

Here   
  denotes the variance of  . Hence using (7.26), CGA result for BER becomes 

 

                
  

          
    

          
  

      
    
 

   
 

   
    

 

  
 

   
 

 

   
 

 

   
             

 

  
   
                                                                                                (7.26) 

 

 

The notation        
    

   eqavinatly       has been used to define the signal to 

noise ratio of the system and     defines the quantity        , which will be 

called the spreading –to-user-interference ratio.  

 

                
  

          
    

          
  

      
    
 

   
 

   
    

 

  
 

   
 

 

   
 

 

   
    

 

 
  

 

   
   
                                                                                                  (7.27)   
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Now, according to CGA result (7.27), the BER result for 2 1 Alamouti scheme can 

be written as the integral  

 

             
    

       
    

        
    

   
    
 

   
 

   
    

 

  
 

   
 

 

   
 

 

   
    

 

 
  

 

   
   
                                                                                                  (7.28) 

                                      

     
    

    =    is the chaotic symbol energy, and 
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And according to CGA result (7.27), the BER result for 2 2 Alamouti scheme can be 

written as the integral, 
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                     (7.31) 

 

Where     is the standardized chaotic bit energy variable for the typical     bit and 

       is its probability density function.  

 

However, an analytical expression for        is difficult because the chaotic samples 

are not statistically independent, rather they are functionally dependent. Since an 

analytical expression appears to be hard to obtain, numerical integration remains a 
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solution for performing the BER computation taking into account the bit-energy 

variation. The BER expression for 2 1 Alamouti scheme is given by, 
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                      (7.32) 

 

And for 2 2 Alamouti scheme is given by, 
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                       (7.33)    

                       

Where   is the number of histogram classes created from the simulated spreading 

segment and p(   
   
  is the probability of having the energy in integral centered on 

   
   

.     

 

7.6 Results and Discussions 

 

The BER performance of DS-CDMA system for SISO and MIMO communication 

systems using different kinds of chaotic maps is quantified in Table (7.4).  

 

From Table (7.4) it is inferred that chaotic sequences perform well when compared to 

conventional maximal length sequences.  

 

A second goal of this chapter is to verify the performance of chaos in CDMA systems 

taking into consideration the dynamic properties of chaotic sequences specially the 

non-periodicity.  

 

A comparative study is made taking into consideration different fading channels, 

different chaotic maps, SISO and different MIMO Alamouti modes (2 1 and 2 2). 
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Figure 7.3 shows the plots of autocorrelation function and cross correlation function 

of the signal generated by a chaotic tent map.  

 

From the graph we find that the autocorrelation of the chaotic tent map is  -like, and 

the cross correlation is very close to zero. The signal isolation is achieved by the using 

spreading sequences that have low cross correlation properties. 

 

Figure 7.4 shows increase the BER performance by using 2 2 and 2 1 Alamouti 

scheme as compared to SISO. 2 2 Alamouti scheme gives 1.75 dB gain as compared 

to 2 1 at a BER of    10
-5

. 

 

Figure 7.5 shows the BER performance of different chaotic maps implemented in 

SISO DS-CDMA systems.  

 

It is seen that tent map gives the best BER performance when compared to the 

performance of Chebyshev map, Logistic map and Tail shift map. 

 

Figure 7.6 shows the BER performance of different chaotic maps implemented in 

MIMO-DS-CDMA system.  

 

It is observed that the tent map yields the best BER performance when compared to 

other chaotic maps. As compared to SISO-DS-CDMA system, MIMO-DS-CDMA 

system gives a gain of 2 dB. The circle graph (black) represent BER curve for 

simulated CDMA-MIMO based on CSK modulation scheme for chaotic tent map 

which is overlapped with a maximum deviation of 0.5 dB by the magenta curve 

represented theoretical BER computed in equation (7.33).  

 

Figure 7.7 shows the BER performance of CSK-MIMO-DS-CDMA system for 

different fading channels. The required bit energy to noise ratio (     ) is in the 

range of 9 dB to 15dB at BER of 10
-5

, considering AWGN, Gamma-Gamma, Log-

normal and Rayleigh fading channels.  
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The Gamma-Gamma distribution is widely accepted as the fading channel distribution 

for wireless optical links. In Gamma-Gamma distribution channel the Chaos-MIMO-

DS-CDMA system requires a SNR (       value of 10.5 dB to achieve a BER of   

10
-5

. 

 

It can be observed from Figure 7.8 that the BER of chaotic SISO system with  =10 

increases above 10
-5

, if the number of user are more than 5.  

 

By using chaotic MIMO system with  =10, the BER gets degraded from 10
-8

 to 10
-6

 

as the number of users increases from 1 to 20. If we increase the number of users 

beyond 20, the BER in chaotic MIMO system remain constant at 10
-6

. Thus, we can 

extensively increase the number of users in cell without substantial degradation in 

BER. 
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In Table 7.4, column labeled I denotes BER for SISO; column labeled II represents 

the BER for 2×1 Alamouti scheme and column labeled III denotes the BER 

encountered with 2×2 Alamouti scheme.  

  

Input SNR 

in dB 
PN Sequences (length 31) PN Sequences (length 63) 

I II III I II III 

0 0.1992 0.1565 0.0528 0.1283 0.0490 0.0660 

2 0.1267 0.0784 0.0139 0.103 0.0267 0.0290 

4 0.1105 0.0288 0.0016 0.0761 0.0114 0.0085 

6 0.1065 0.0062 0.0004 0.0500 0.0035 0.00134 

8 0.0985 0.0009 0.0000 0.0278 0.0007 7.92 10
-5

 

10 0.0534 0.0000 0.0000 0.0124 9.87 10
-5 

1.009 10
-6

 

Input SNR 

in dB 
Tent map Logistic map 

I II III I II III 

0 0.0868 0.0501 0.0353 0.1451 0.1189 0.0747 

2 0.0598 0.0267 0.0160 0.1216 0.0924 0.0480 

4 0.0342 0.0106 0.0049 0.09521 0.0648 0.0254 

6 0.0154 0.0067 0.0008 0.03303 0.0391 0.0101 

8 0.0047 0.0003 5.75 10
-5 0.01452 0.0188 0.0026 

10 0.0008 1.387 10
-5

 1.23 10
-7

 0.00427 0.0065 0.0003 

Input SNR 

in dB 
Chebyshev map Tailed shift map 

I II III I II III 

0 0.1451 0.111 0,.0747 0.1492 0.1861 0.0747 

2 0.1216 0.0953 0.0480 0.1267 0.1704 0.0480 

4 0.0952 0.0651 0.0254 0.1002 0.1514 0.0512 

6 0.0674 0.0413 0.0113 0.0932 0.1290 0.0282 

8 0.0201 0.0316 0.0058 0.0622 0.1035 0.0120 

10 0.0069 0.0136 0.0004 0.0331 0.0761 0.0035 

 

Table 7.4 
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Figure 7.3 Measurement of auto- and cross-correlation of a chaotic tent map 

 

Figure 7.4 BER performance comparison between 2 2 , 2 1 and SISO 

communication systems for DS-CDMA under Rayleigh fading channels 
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Figure 7.5 SISO-DS-CDMA for different chaotic maps 

 

Figure 7.6 2 2 Alamouti-DS-CDMA for different chaotic maps 
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Figure 7.7 Chaotic-2 2 Alamouti-DS-CDMA for different fading channels 

 

Figure 7.8 BER versus user number 
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7.7 Conclusions  

 

In this chapter, various performance issues concerning the use of different chaotic 

maps combined with MIMO communication channel in a CDMA system have been 

studied.  

 

We have considered a system where the output of a CSK modulation scheme is 

combined with MIMO-DS-CDMA for two transmit antennas and one receive antenna 

as well as with two transmit antennas and two receive antennas under different fading 

channels.  

 

The Alamouti scheme with chaotic technique based CDMA system has many 

advantages over traditional CDMA systems including BER performance and increase 

the number of users. Simulation results show that 2×2 Alamouti scheme gives an 

additional 1.75 dB coding gain as compared to 2×1. 

 

From the results presented in this chapter, we conclude that the use of CDMA-MIMO 

systems based on chaotic technique have several advantages when compared with 

CDMA systems based on conventional PN sequences. It is also observed that MIMO 

systems also present several advantages over SISO systems when the same chaotic 

sequences are used for spreading. 

 

In the chapter eight, we have considered the application of the chaotic techniques in to 

enhance information security and improve reliability of communication in FSO 

systems. 
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CHAPTER 8 

 

SECURE WIRELESS OPTICAL COMMUNICATION LINK 

BASED ON CHAOTIC TECHNIQUES 

 

8.1 Introduction 

 

In chapter eight, we have disscused a possible application of chaotic techniques to 

secure communications over wireless optical communication link. FSO technology 

can provide highly directional, high bandwidth communication channels. This 

technology can provide fiber-like data rate over a short distances. A secure 

communication method based on chaotic techniques is presented to improve security 

associated with data transmission in FSO networks. In the first part of this chapter, we 

have turned our attention to a specific class of piece wise linear one-dimensional 

chaotic maps. We examine the security vulnerabilities of single FSO links and 

propose a solution to this problem by considering FSO transmission which employs a 

chaotic signal generator with “reconfigurable tent map”. In order to examine and 

quantify the suitability of these techniques for secure communication, we have 

determined parameters such as autocorrelation and cross correlation associated with 

chaotic sequences that determine the ease with which synchronization between 

transmitter and receiver can be achieved. It is demonstrated that cross correlation is 

very close to zero and autocorrelation is  -like. In the second part of this chapter, we 

have concentrated on investigating the error rate performance of chaotic-wireless 

optical communication links operating over atmospheric channel, where the 

turbulence induced fading is described by the Gamma-Gamma and log-normal 

distributions.  

 

The main aim of this part is to assess the feasibility of employing Space-Time Coded 

chaotic communications over MIMO communication channels. In this work, we have 

chosen the spreading factor to be   =4.  
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In the MIMO set up, a SISO link is simulated by assuming the placement of one laser 

diode at transmitter and one photo-detector at receiver. A     link is simulated by 

assuming the placement of two laser diode transmitters and one photo-detector at 

receiver while     link is simulated by assuming the placement of two lasers diodes 

at transmitter and two photo-detectors at receiver. The Gamma-Gamma fading model 

is adopted for FSO link because of its excellent fit with measurement data over wide 

range of turbulence conditions (weak to strong).  

 

In order to understand the relative merits of various chaotic maps in this application, 

we have computed the BER performance of CSK under different chaotic maps (tent 

map, logistic map, Chebyshev map and Bernoulli map) in the presence of AWGN and 

under fading described by the Gamma-Gamma distribution for both 2 1 and 2 2 

Alamouti schemes.  

 

Our simulations indicate that the combination of the STBC and tent map provides the 

best BER performance in addition to security when compared to the choice of other 

maps.  

 

Hence, this work shows that the use of these schemes can allow the user to enhance 

security without degrading the BER performance while communicating over these 

channels. Thus, we have outlined an approach that can be used to mitigate the 

problem of BER performance degradation as well as enhance security over free space 

atmospheric channels.  

 

In the third part of chapter eight, we have evaluated the BER performance for STBC 

in chaotic FSO communication systems with Gamma-Gamma fading channel using 

OPTSIM Simulator. Thus this chapter is devoted to the design, simulation and BER 

performance evaluation of different optical chaotic modulation schemes under the 

MIMO-FSO communication regime.  

Contributions of the thesis in Chapter 8: 

 Evaluate the BER performance and security of Free Space Optical (FSO) link 

under turbulent channel conditions modeled by Gamma-Gamma distribution. 
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8.2 Enhancement of Security for Free Space Optics based on Reconfigurable 

Chaotic Technique 

 

In Chapter 2 equation (2.3) shows the technique employed to generate chaotic 

sequences using tent map. By choosing a control parameter   and an initial condition, 

a sequence of chaotic random numbers between zero and one can be generated. The 

random numbers are iteratively generated with the      value of previous step 

becoming the     value for present step.  Figure 8.1, shows a noise equivalent chaotic 

signal  

 

 

Figure 8.1 Random equivalent chaotic sequence. 

 

8.2.1 FSO Communication System 

 

FSO communications operate in a band of frequencies centered at either 850 nm or 

1550 nm. The two wavelengths are chosen because absorption by water or the 

atmosphere is minimal at these frequencies. A transmitter transmits a light signal 

through free-space that is received by a receiver.  

 

The emitted signal will undergo broadening that may be characterized by the 

diffraction angle, and in most cases, the projected beam size will be significantly 

larger than the dimensions of the receiver [Morgan C., 2003]. 

 



157 
 

Optical wireless communication has received a lot of attention from the research 

community in the past two decades.  This is because FSO offers a highly directional, 

high bandwidth communication channel [Heba S., Salma D. Abd A. and Mustafa 

H.,2010, Xiaomin J., Xian W. and Chi Y.,2008].  

 

FSO communication systems are built by transmitting a modulated laser beam 

through the atmosphere between two LOS points. FSO systems exhibit robustness 

against channel impairments in the form of rain and snow. However, if the distance 

between LOS points is greater than a few hundred meters or more, inhomogeneties in 

the temperature and pressure of the atmosphere can deteriorate the quality of the 

signal received at the receiver [Premaratne M. and Zheng E.,2007].  

 

Fading induced by atmospheric turbulence is one of the main impairments in FSO 

communications. However, it has been demonstrated that similar to RF 

communications, the effect of fading in FSO systems can be considerably reduced by 

deploying multiple lasers at the transmitter and multiple photo-detectors at receiver 

[Ehsan B., Robert S. and Ranjan Mallik K., 2009, Ehsan B., Robert S., Ranjan Mallik 

K., 2010].  

 

Further, the security of the system can be increased by using chaotic-FSO system with 

optical generators. Although end devices may use cryptographic tools to protect the 

integrity of data, it is still important to ensure that the FSO links are also secure at the 

physical layer. Our results show that the use of chaotic techniques and MIMO 

schemes can provide additional security and reliability to the operation of FSO links.  

 

The need to secure FSO communications is illustrated by Figure 8.2. As can be seen, 

the FSO beam is thin and is conically divergent. As a result, after traversing a distance 

of about one kilometer, the circular cross section is few meters in diameter. This is 

much larger than the aperture of the receiver which is only several centimeters.  
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Because of the difference in the diameters of the beam and the receiver, there is beam 

overspill, which can be exploited by an eavesdropper unless the communication is 

secured by the use of a suitable cryptographic arrangement [Stamatios V., 2010].  

 

In traditional communication systems, information security issues are handled using 

public key cryptosystems. In these systems, security depends on computational 

complexity (difficulty) associated with the process of deciphering that has to be 

undertaken by the eavesdropper. These systems employ a key that is used to encode 

the message directly. These systems are suitable for exchanging private information 

on a large network of subscribers, where everyone can send and receive message to 

and from anyone. 

 

 

 

 

 

 

Figure 8.2 The overspill FSO beam which provides an opportunity for snoopers if it is 

not blocked 

 

The level of security can be enhanced by increasing the key length and making 

periodic changes in the key sequence. The principle drawback is that it requires 

suitable means have to be adopted to distribute and validate various key sequences.  

 

An attractive way to improve the security of an encrypted message is to have 

additional encoding at the physical layer using chaotic carriers generated by 

components operating in the electrical domain and optical domains [Silvano D. and 

Claudio R., 2002].  

 

The various approaches that are used to generate chaotic sequences and their 

application to optical system have resulted in the opening up of new and interesting 

research areas.  

Overspill beam 

Photo-detector 
Conic beam 

Laser 
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Transmitter 

 

The transmitter is composed of a light source and telescope. Firstly, the light source 

may be constructed using either LEDs or a laser. Secondly, the telescope construction 

is usually a simple lens assembly that focuses light onto the receiver. This is because 

the LED is placed at the focus and images light to infinity, so smaller devices call for 

smaller focal lengths. The block diagram of chaotic FSO transmitter is sketched in 

Figure 8.3. 

 

Receiver 

 

The receiver device is the means by which the signal is detected. Receivers implement 

optical filters, electrical filters, and decision circuits to control and interpret the signal. 

 

 

Figure 8.3 Block diagram of Chaotic-FSO transmitter 

 

Once the signal is obtained, appropriate amplification and processing is usually 

required to decode the transmission. Detectors are characterized by their responsively 

 , and rise time   . The responsively  , is defined as    
 

 
 , where   represents the 

output current and   represents the input power. The responsively can also be related 

to the quantum efficiency,  , by         , where   is the charge on an electron,    

is Planck’s constant, and   is the frequency of the detected light. This equation can be 

{0,1} Modulated Chaotic Sequence  

 

Optical Transmitted signal  
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reasoned out as follows.     is the energy of a single photon and   is the charge that 

is excited by the single photon. By multiplying the factor       by   (the quantum 

efficiency), the total excited charge per unit energy is obtained. In general, 

semiconductor photodiodes are small, fast, and sensitive, so that they are well-suited 

for FSO application. Two types of detectors that are commonly used in receivers are 

p-i-n diodes and APDs [Hemmati H., 2000].  

 

 

8.3 Reconfigurable chaotic tent map  

 

When the control parameter   is chosen outside the range (     ), the chaotic 

sequence enters into a recursive cycle and the system losses its randomness and 

become predictable. Thus the security of system is compromised. This problem can be 

solved by including a linear feedback shift register before the chaotic generator block 

as shown in Figure 8.4. 

 

 

  

 

 

 

 

 

 

 

 

Figure 8.4 Block diagram of the reconfigurable LFSRs/ chaotic tent map signal 

generator combination design [Lwaa F. et al, 2013] 

 

The reconfigurable tent sequence is given by, 

 

Reconfigurable 
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Bus splitter 
Chaotic signal 

generator "tent 

map" 

Sequential 

circuit 

Logic 

Circuit 

DC voltage 



161 
 

            
                  

                                                 
                            

                          (8.1) 

 

where       is a Linear Feedback Shift Register sequence,    is the precision of the 

system (here it is chosen to be 16 bits),   is a polynomial degree and       is chaotic 

tent map as shown in equation (2-3). The purpose of this test is to check for 

correlations between the binary sequences generated by the proposed map. 

The auto-correlation function of      is 

 

                                          
 

  
       
    
   (                               (8.2) 

 

For any two different initial parameters     and    , the cross-correlation function of 

the two generated sequences is,[ Liu G. J.,, 2009] 

 

                                            
 

  
                   
    
                   (8.3)   

 

The design consists of two basic parts: reconfigurable LFSR and chaotic signal 

generator specially the tent map. The reconfigurable LFSR consists of four LFSR 

each with different polynomial and with different initial condition. The LFSRs 

components consist of 70- D-Flip Flops (DF/F), 64-DF/F, 58-DF/F and 52 DF/F. 

Each group is driven by different initial conditions. 

 

The simulation results of the auto- and cross-functions are shown in Figures. (8.5 and 

8.6). The Period Length is calculated as the length of Linear Feedback Shift Register 

(2
q
-1) divided by the Frequency (100MHz) where ‘n’ is number of Flip Flops.  

 

The period length is (11805916207174, 184467440737, 2882303761and 11258999 

respectively at 100 MHz) and the initial values are selected to be 

(FACDA1543476FFFF00, 64FCFFFFED52DECA, FFFF0120EEEEFFFF and 

FFF0000EEEEFFFFF, FFF6AAEC654300, 43FF33DDEEFFCC, EEEE5437FFDDA 

and FFFF5476DE321 in hexadecimal). 
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The auto-correlation result is        and the cross-correlation result is very close to 

0 which are good accordance with theoretical values. 

 

  

 

Figure 8.5 Plot of cross correlation  

 

 

 

Figure 8.6 Plot of auto correlation 
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8.4 Secure Wireless Optical Communication System Based on Chaotic 

communication Systems 

 

In this section we provide a design of MIMO-FSO system based on chaotic technique 

which improves the security and capacity of the transmission and enhances the BER 

performance. In the proposed systems STBC is used to overcome the influence of the 

turbulence induced fading. We show that the proposed systems can achieve the better 

BER than the BER of FSO system with SISO. 

 

8.4.1 Analysis of Optical STBC 

 

Consider a binary Intensity Modulated (IM) where symbols ‘0’ and ‘1’ are 

represented by    and   .  

 

A description of CSK technique method that can be employed in microchip lasers for 

effecting secure communications is described in [Shinozuka M., Uchida A., Ogawa T. 

Yoshmori S. and Kannari F., 2001].  

 

The CSK modulated data symbols are from the set {-1,1}. After IM, the data symbols 

sent to Optical Alamouti Block are from the set {0,I}. 

 

                                                                                                                                         

                                                                                                              (8.4) 

 

Consider the data information symbols         with period    spread by a 

sequence of chaotic sample (or chip). 

 

The time interval of each chip is equal to              .   is the constant intensity 

of the laser at the transmitter for symbol 1. The emitted signal at the output of the 

transmitter is 

                                                         
   
   

 
                                                (8.5) 
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Recall that the spreading factor   is equal to the number of chaotic samples in symbol 

duration (  
  

  
 ., the received signal is 

 

                                                                                                               (8.6) 

 

where   is the channel coefficient and      is the AWGN with zero mean and power 

spectral density equal to     .  

 

In order to demodulate the transmitted bits, the received signal is first de-spread by 

the local chaotic sequence, and then integrated over symbol duration  .  

 

Finally, the transmitted bits are estimated by computing the sign of the decision 

variable at the output of correlator,      

                                                                                                     

                                             
     

   
             

                    (8.6) 

 

We recall that the         is the sign operator,  
   

is the bit energy of the     bit and 

   is the noise after despreading and integration.  

Let, 

                                                                                                        (8.7) 

 

The complement of signal    is     that represents the opposite binary state of the 

signal    (i.e., if       then        and if       then       ).  

 

Applying this definition to equation (8.7) results in the following relationship, 

 

                                                                                                          (8.8) 

 

We can note that          the relationship in equation (8.8) ensure that      is non-

negative. The primary property of a space-time code                   with 

            
  is 
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                                                (8.9) 

 

Where,     denotes transpose operation,    is the     unit matrix,   is the 

number of transmitter antennas and         
 +  

      
 ).  

 

However, a coding scheme satisfying (8.9) cannot be implemented in IM/DD system 

because transmitted IM signal must be non-negative at all times. 

 

The above coding scheme shows that certain transmitter outputs must be negated to 

get the orthogonality. Therefore the above coding scheme cannot be used for free-

space IM/DD systems. 

 

To overcome the above problem, we use the following STBC matrix 

                                                                  

                                     
                                    

                                                                  
     (8.10) 

 

This definition ensures that the transmitted symbols are always non-negative for an 

IM/DD system. 

 

Assume the channel gain and the transmitted signal level have a perfect knowledge, 

the estimated signal at receiver is 

 

                                                                                                    (8.11) 

 

Using the relation         , we obtain  

 

                                                                                                           (8.12) 

 

Where   represents the transmission time slots,    is     diagonal matrix, with -1 in 

the diagonal except 1 for      (i.e.,                        , 

                     
 ,              are Gaussian noise, which may include 
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contribution from thermal and/or shot noise and             
  is the quasi-

static channel response for transmitters            respectively  [Premaratne 

M. and Zheng E.,, 2007, Ehsan B., Robert S. and Ranjan K, 2010, Hiroshi Y. and 

Tomoaki O.,2003, Wang H. and Ke X.,, 2007]. 

Then, 

The optical Alamouti matrix becomes  

 

                                                               
    
       

                                          (8.13) 

 

For     optical Alamouti, the estimated signal at receiver 

 

                                          
  
   
 
     

    
     

  
            

         
                            (8.14) 

 

Where          
  is the channel response vector for two lasers (antennas). 

 

For 2 2  optical Alamouti and from equation (8.13), the estimated signal at receiver 

 

                                
  
   
 
      

     
     

     
     

  
              

           
           (8.15) 

 

 

8.4.2 CSK-MIMO-FSO Communication Systems 

The block diagram of CSK-   -FSO communication system is shown in Figure 8.7 
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(b) 

Figure 8.7 Chaotic-MIMO, a) transmit with two antennas, b) receiver with one 

antenna [Lwaa F. et al, 2013] 

 

Starting from equation (8.4) and from equations (8.13) and (8.14) 

 

The design of the transmitted signal is  

 

The design of the transmitted signal is specified in Table 8.1 

 

Time                             

                  

                            

 

Table 8.1 

 

The received signal of the 2 1 STBC is specified in Table 8.2 

 

Time Received signal  

                        
  

                                
  

 

Table 8.2 

Aperture 2 

   

Noise 

Chaotic 

generator 

Optical 

STBC 

decoder 

   

   

Aperture 1 

DD CSK 

Demodulation 
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The equivalent baseband model of the received symbol is specified in Table 8.3 

 

Time The equivalent baseband model 

of the received symbol 

                            

                                  

 

Table 8.3 

where   and    represent noise components while   and    represent the channel 

gains. 

 

The channel model can be written as  

 

                                                                                                                (8.16) 

 

The transmitted bits are estimated by multiplying the signal   by the conjugate 

transpose of the channel H: 

 

                                                             
   
   

                                                   (8.17)      

         

The estimated bits are computed from the sign of the decision variables, 

 

                                                          ;                                             (8.18)      

 

The transmitter of     STBC is same as in Figure 8.7a. the receiver is shown in    

Figure 8.8. 
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Figure 8.8 Chaotic-MIMO, receiver with two antennas [Lwaa F. et al, 2013] 

 

The design of the transmitted signal of 2 2 Alamouti is as in Table (8.2). From 

equation (8.15) 

 

The received signal on     is specified in Table 8.4 

 

Time Received signal on     

                          
  

                                    
  

 

Table 8.4 

 

The received signal on     

 

Time Received signal on     

                          
  

                                    
  

Table 8.5 

 

The energy of a given bit   is   
   
    

     
   . 

 

 

Noise 

Noise 
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generator 

Optical 
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decoder 
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The equivalent baseband model of the received symbol on the first antenna     is 

specified in Table 8.6 

 

Time The equivalent baseband model of 

the received symbol on the first 

antenna     

                                

                                      

 

Table 8.6 

 

where        
  

       and        
  

       . 

The equivalent baseband model of the received symbol on the second antenna     is 

specified in Table 8.7 

 

Time The equivalent baseband model of 

the received symbol on the second 

antenna     

                                

                                      

Table 8.7 

 

where         and        . 

 

The channel model, estimation and computation of the transmitted bits is similar to 

2 2 STBC using equations (8.16), (8.17) and (8.18) respectively. 
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8.4.2.1 Simulation Results  

 

In Figure 8.9 we have compared the performance of different chaotic maps under 

Gamma-Gamma fading channel.  

 

The chosen spreading factor is  =4. Our simulations indicate that the tent map gives 

best performance when compared to other chaotic maps. Hence, the use of tent map is 

preferred over other maps because it offers superior BER performance in addition to 

security.  

 

It is observed in Figure 8.10 that under Gamma-Gamma fading conditions, where   

and    were calculated from (4.19) and ( 4.20) and adopted           ,   
  

     , the diameter of the receiver collecting lens aperture is           and the 

link distance between transmitter and receiver          , where 
  

  
  .  Tent 

map gives the best BER performance as compared to other maps.  In addition from 

Figs. 8.9 and 8.10 it is clear that the      STBC gives 2 dB gain in BER 

performance as compared to     STBC under Gamma-Gamma fading conditions. 

 

In Figure 8.11 it is observed that with the use of     STBC under AWGN, the 

system is required 9.6 dB SNR at BER=10
-5

.  

 

Under Gamma-Gamma fading channel, the system is required 10.25 dB Eb/N0 at 

BER=10
-5

, while under Lognormal fading channel the system is required 13.25 dB 

Eb/N0 at BER 10
-5

. 
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Figure 8.9 BER of     STBC for various types of chaotic maps under Gamma-

Gamma fading channel 

 

Figure 8.10 BER of      STBC for various types of chaotic maps under Gamma-

Gamma fading channel 
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Figure 8.11 BER performance of AWGN, Gamma-Gamma and Log-normal fading 

channels for     STBC schemes 

 

 

Hence increasing the diversity along with the use of MIMO communication system 

reduces the degradation in a fading optical channel employing CSK. Such combined 

MIMO-CSK schemes can be gainfully employed on optical channels where high 

levels of data integrity and security are simultaneously required. This improvement is 

realized with only a marginal increase in computational complexity at the transmitter 

and receiver.  

We have also implemented Chaotic-SISO and Chaotic-MIMO modulation and 

demodulation in the OPTSIM simulator and the results obtained are in very close 

agreement with those obtained by MATLAB simulation. 
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8.4.3 Chaotic-SISO-FSO System Using OPTSIM 

 

Figure 8.12 shows the chaotic sequence generated by chaotic generator 

 

Figure 8.12 Chaos generation by chaotic generator 

 

We consider SISO-FSO link, i.e.,      . Figure 8.13 shows the design and 

implementation Chaotic-SISO chaotic modulation and demodulation. The modulated 

optical beam is passed through Gamma-Gamma distributed fading channel.  

Figure 8.13 Proposed Chaotic-SISO-FSO system architecture and simulation set up 

using OPTSIM 
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The MATLAB blocks CCM4 is the chaotic modulator it takes raw data as input and 

gives chaotic sequence at output using electrical chaotic generator (tent map).  

 

Similarly, CCM6 is the chaotic demodulator it takes received detected signal as input 

and gives demodulated data as output. 

 

8.4.4 2 1- Chaotic -FSO system Using OPTSIM 

 

Figure 8.14 shows the design of 2 1-Chaotic modulation and demodulation systems 

linked through Gamma-Gamma distributed FSO channel i.e.,        . Here,  

 

Figure 8.14 contains two lasers on the transmitter side and one photo-detector at 

receiver side. The digital message is introduced into transmitter chaos through chaotic 

modulation.  

 

The encoded sequence is then transmitted to the receiver through FSO channel with 

transmission distance 2 Km.  

 

The MATLAB blocks CCM7 is the chaotic modulator it takes raw data as input and 

gives chaotic sequence at output using electrical chaotic generator (tent map).. 

 

CCM1 and CCM2 are the Alamouti modulators which frame the signal according to 

Alamouti in the above equations.  

 

Similarly, CCM10 is the chaotic and Alamouti demodulator it takes received detected 

signal as input and gives demodulated data as output. 
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Figure 8.14 Proposed 2 1-Chaotic- FSO system architecture and simulation set up 

using OPTSIM 

 

 

8.4.5 2 2- Chaotic -FSO system Using OPTSIM 

 

Figure 8.15 shows the design of 2 2-Chaotic modulation and demodulation systems 

linked through Gamma-Gamma distributed FSO channel. Here, Figure 8.16 contains 

two lasers on the transmitter side and two photo-detectors at receiver side i.e. 

       . The digital message is introduced into transmitter chaos through 

chaotic modulation. The encoded sequence is then transmitted to the receiver through 

FSO channel with transmission distance 2 Km. 

 

The MATLAB blocks CCM is the chaotic modulator it takes raw data as input and 

gives chaotic sequence at output using electrical chaotic generator (tent map)..CCM11 

and CCM12 are the Alamouti modulators which frame the signal according to 

Alamouti in the above equations. Similarly, CCM10 is the chaotic and Alamouti 

demodulator it takes received detected signal as input and gives demodulated data as 

output. 
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Figure 8.15 Proposed 2 2-Chaotic- FSO system architecture and simulation set up 

using OPTSIM 

 

 

8.4.6 Simulation Results Using OPTSIM 

 

We have simulated results for CSK combined with (SISO and MIMO). We have used 

OPTSIM software package version (5.2) to simulate the results.  

 

Our design uses MATLAB co-simulation for chaotic sequence generation, for 

Alamouti design and for message decoding linked with optical components in 

OPTSIM.  
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Figure 8.16 BER performance of Chaotic-SISO-FSO 

 

Figure 8.17 BER performance of Chaotic-2 1-FSO 
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Figure 8.18 BER performance of Chaotic-2 2-FSO 

 

 

Figure 8.19 BER performance of Chaotic-2 2-FSO for different distances 

 

Figures above shows the BER performance of three different modulation techniques 

compared at 10
-5

. It can be observed that chaotic 2 1 (Figure 8.17) gives 1 dB gain to 
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chaotic SISO (Figure 8.16).  Chaotic 2 2 (Figure 8.18) gives 1.75 dB gain as 

compared to chaotic SISO (Figure 8.16).  

 

Figure 8.19 shows 0.5 dB degradation of BER performance with increase in FSO link 

distance by 1000 meters.    

 

8.5 Conclusions 

 

In the first part of this chapter, we have described the design of a secure FSO 

communication scheme using chaotic signal. The simulation results indicate that the 

algorithm has excellent correlation property. We examined the security vulnerabilities 

of single FSO links by implementing the chaotic signal generator “reconfigurable tent 

map” and test auto-correlation and cross-correlation. The synchronization between 

them is good since the cross correlation is very close to zero and auto-correlation is  -

like as shown in Figures (8.5 and 8.6). 

 

In the second part of this chapter, the BER performance of 2 2 STBCand 2 1 STBC 

schemes combined with CSK for different chaotic maps under different fading 

channel conditions have been computed and plotted. These schemes give the benefit 

of providing additional security while maintaining BER performance at levels similar 

to that obtained by the use of simple BPSK alone.  

 

In the third part of chapter eight, the design and implementation, simulation and BER 

performance evaluation of CSK modulation scheme with FSO communication system 

are presented using OPTSIM simulator. We have evaluated the BER performance for 

STBC in chaotic FSO communication systems with Gamma-Gamma fading channel. 

Use of STBCs with multiple transmitters and receivers can improve signal quality.  

 

In the next (and last) chapter, we shall recall all the work done in this thesis and 

suggest a few directions for further research.  
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CHAPTER 9 

 

CONCLUSIONS AND FUTUTRE DIRECTIONS 

 

9.1 Summary of the Results 

 

The primary motivation of this thesis has been to design and evaluate techniques 

based on chaotic modulation combined with MIMO and Space Time Codes that can 

provide the important requirements of very low BER, high bandwidth efficiency 

along with information security over both static and fading channels. Specifically, the 

thesis has dealt with the study and analysis of techniques that can provide security and 

reliability to wireless RF and Optical communication links. While conventional 

techniques based on the use of PN sequences, DES, triple DES or various key 

generations have been employed, they are unable to simultaneously provide 

information security and good BER performance. The work presented in this thesis 

has been designed to simultaneously meet these twin requirements without sacrificing 

bandwidth efficiency.  

 

A brief introduction to chaotic techniques and their applications in various fields is 

presented in the first Chapter. The motivation for carrying out this work is also 

explained. This is followed by the derivation of the nonlinear control factor for 

chaotic tent map to enforce the synchronization between transmitter and receiver. It 

has been demonstrated that the use of an LDPC channel code can result in a reduction 

in the number of errors even with a low value of spreading factor (   ) under 

AWGN channel conditions. The use of low spreading factors helps to reduce the 

complexity of the system, compensating for the increase in the complexity due to use 

of LDPC codes.  

 

The use of dual chaotic maps to enhance information security is also suggested in this 

chapter. Our results indicate that while use of dual map increases security, the single 

tent map provides the best BER performance with acceptable security. 
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In chapter three, we have evaluated the BER performance for different chaotic 

coherent and non-coherent schemes (CSK, DCSK and CDSK). These schemes have 

been combined with MIMO communication systems and their performance has been 

evaluated under AWGN and Rayleigh fading channel conditions. We have employed 

an exact method to analyze the BER performance.  

 

This method takes into consideration the non-periodic nature of chaotic sequences. 

We have compared the performance of coherent and non-coherent chaotic schemes in 

terms of BER performance. Our simulation results indicate that the BER performance 

of modulation scheme employing tent map is superior to the performance offered by 

other modulation schemes employing other chaotic maps.  

 

A careful inspection of the combination of CSK with     Alamouti scheme reveals 

that the performance of     Alamouti scheme without chaos and the performance of 

CSK modulated     Alamouti scheme are nearly identical. This implies that the 

BER degradation seen in the use of chaotic schemes has been successfully overcome 

by the     Alamouti STBC. Thus the system offers security as well as good BER 

performance.  

 

It is a common observation that exact synchronization can be difficult to establish and 

maintain over long intervals of time. Our results in chapter three suggest that DCSK 

modulation scheme can be employed in wireless communication systems if the 

synchronization is difficult to achieve. The use of Alamouti scheme can reduce the 

degradation in fading channel which employ DCSK. Such a scheme combining 

MIMO with DCSK can be efficiently employed on channels where high level of data 

integrity and security are simultaneously required.  

 

This improvement is realized with only a marginal increase in computational 

complexity at the transmitter and receiver.  

 

The use of DCSK and CDSK is preferred in practice because they can operate in the 

absence of synchronization between the transmitter and receiver. This reduces the 
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complexity of the receiver as compared to coherent schemes. However, our results 

indicate that under AWGN the BER performance of CSK is better than that of non-

coherent schemes. Thus, coherent schemes inherently yield better reliability over 

AWGN channels. Further, it has been demonstrated that the bandwidth efficiency of 

CDSK is superior to that of DCSK. However, the BER performance of DCSK is 

better than that of CDSK. 

 

In chapter four, we evaluated the BER performance for a concatenated scheme 

comprising of LDPC-MIMO and chaotic modulation under different fading channels.  

Synchronization between transmitter and receiver is achieved as described in chapter 

two. 

 

From simulation results we observed that for proposed system the system employing 

irregular LDPC code outperforms the system employing regular LDPC code in term 

of BER performance.  

 

Improvement in throughput is always an important requirement in any communication 

system. With this objective in mind (that is improving the throughput of the chaotic 

communication system), we have proposed the use of QCSK combined with high rate 

STBC (rate-
 

 
  and rate-

 

 
) in Chapter Five. In addition, we have derived the exact 

formula for the BER of this system. We computed the effective throughput and BER 

for both rate-
 

 
  and rate-

 

 
 with QCSK and DCSK implementing     Alamouti 

scheme. We have achieved throughput of 2.5 bit/time slot by using rate-
 

 
  QCSK as 

compared to rate-1 DCSK (increasing throughput 25% as compared to rate-1 QCSK). 

This is achieved with a certain tradeoff in BER performance. In addition, we have 

further increased the effective throughput to 3 bit/time slot by implementing rate-
 

 
 

QCSK with a certain tradeoff in BER performance (increasing throughput 50 % as 

compared to rate-1 QCSK). 

 

In chapter six, we have derived the BER performance of CSK-MIMO scheme under 

sinusoidal jamming. We have compared the BER performance this combination of 
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chaotic modulation and MIMO with three common types of jamming, namely 

sinusoidal jamming, pulsed sinusoidal jamming and multi-tone jamming under 

different levels of noise power over AWGN channel. 

 

Our simulation results indicate that in absence of jamming signal, the chaotic system 

implementing     Alamouti scheme with     provides BER performance 

equivalent to BPSK under AWGN. We have studied the BER performance with 

jamming signal levels corresponding to jamming level 
  

    
    dB outperforms to 

that of the jamming level 
  

    
   dB. We have concluded that from a study of the 

BER performance that the chaotic modulation system is more immune (resistant) to 

sinusoidal jamming as compared to other jamming methods.   

 

In chapter seven, we have designed a communication system that combines a MIMO 

scheme with chaotic sequence based on DS-CDMA. This is designated as a MIMO-

CDMA scheme based on chaotic technique. We have computed the BER performance 

for different chaotic maps with     Alamouti scheme,     Alamouti scheme 

(MIMO) and SISO communication system and compared them with BER of a DS-

CDMA system based on PN sequences. We have determined that the autocorrelation 

of chaotic tent map is  -like and the cross-correlation value is close to zero.  

 

From simulation results, we observed that the tent map provides superior BER 

performance when compared to Chebyshev map, logistic map and tailed shift map.   

 

For different fading channels, the required       range is 9 dB to 15 dB at BER of 

10
-5

. We have also computed the number of users who can use the cell without 

degradation in BER. 

 

In chapter eight we discussed the applications of chaotic technique in wireless optical 

communication link. In the first part of this chapter, we examined the security 

vulnerabilities of single FSO link and proposed a solution to this problem by 

implementing the chaotic signal generator (reconfigurable tent map). The 
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autocorrelation result of this configuration is  -like and the crosscorrelation is close to 

zero which are in accordance with requirements.  

 

In the second part of chapter eight, we concentrated on investigating the error rate 

performance of chaotic wireless optical communication links operating over 

atmospheric channels. Our simulation results indicate that the combination of the STC 

and tent map provides the best BER performance in addition to security when 

compared with other chaotic maps. 

 

Thus, combination of CSK-MIMO scheme can be gainfully employed on channels 

where high levels of data integrity and security are simultaneously required. This 

improvement is realized with only a marginal increase in computational complexity at 

the transmitter and receiver. 

 

In the third part of chapter eight, we have proposed a chaotic-MIMO-FSO 

communication system which can improve the security and capacity of the 

transmission and enhance the BER performance. We used a     Alamouti scheme, 

    Alamouti scheme to overcome the influence of the turbulence induced fading.  

Simulations studies were carried out using available simulator from RSOFT OPTSIM 

version 5.2. Performance has been evaluated in term of BER and Q factor to verify 

the results of the second part. 

 

9.2 Scope for Future Work 

 

The use of chaotic techniques to secure communications against channel induced 

perturbations and eavesdroppers have attracted the attention of many researchers and 

could be a promising approach in the near future. In order to make this technique 

attractive to designers of communication systems, a few more problems need to be 

addressed. Some of the problems that have to be addressed and solved are listed 

below. They are listed for the use of other potential researchers entering this dynamic 

research area.  
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 In chapter 3, we looked at Alamouti STBC with different chaotic modulation 

schemes to improve the signal quality. Other techniques of MIMO 

communications have not been explored. These can be studied. In addition, 

possible improvement of BER performance (with reduced power 

consumption) with implementation of beamforming techniques instead of 

MIMO systems can also be explored. 

 In this thesis, we have employed a LDPC code to improve the BER 

performance. A similar study involving other powerful channel codes such as 

Turbo codes can be carried out. 

 We have presented different applications of chaos in secure communications. 

Our focus has been on simultaneous improvement of BER performance and 

security.  Our claim that the system provides security is based on the 

unpredictability of the chaotic waveform. However, we have not quantified the 

strength of these systems in terms of the computational complexity associated 

with breaking the cipher. These issues require study.  Encryption and 

cryptanalysis using chaotic dynamics requires further research.   

 Another important research problem which can be addressed is the scaling of 

the system from QCSK to MCSK (M-ary CSK) to increase bandwidth 

efficiency. 

 The possibility of implementing these schemes as constituents of WCDMA, 

CDMA 2000 and 4G telecommunication standards for spreading and 

authentication can be examined. 

 The use of chaotic sequences in RADAR and LIDAR systems for spreading 

and security can be examined. They have the potential to be gainfully used in 

such systems as well. 

 

The potential of chaotic systems in securing communication systems against channel 

impairments is immense. We have tried to take a small step in this direction by means 

of the work done in this thesis. It is hoped that many researchers in the field will 

address unresolved problems in this discipline and that these techniques will find 

popularity and acceptance in the community of Communication Engineers. 
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