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Abstract

This thesis deals with the optimal design of the electrical collector sys-

tem of offshore wind farms (OSWFs) and the design of a robust controller

for the grid-integrated OSWF with voltage source converter (VSC)- high

voltage direct current (HVDC) transmission system. The worldwide in-

stallation of offshore wind farms consists of hundreds of higher rated wind

turbines, which have been significantly increased in number due to their

economic benefits. First part of the work in this report describes an effi-

cient approach for improving the wind farm power production by appro-

priate placement of wind turbines in OSWF using the larsen and jensen

wake models. A new optimization approach based on (a) elitist ant colony

optimization for travelling salesman problem and multiple travelling sales-

men problem and (b) firefly algorithm for travelling salesman problem

and multiple travelling salesmen problem are applied to design an opti-

mal electrical collector system for OSWF with the objective of minimizing

inter-array cable length and there by reducing the cost of power produc-

tion. The objective function of the electrical collector system design is

expressed based on the levelized production cost and aims to minimize

the levelized production cost, minimize the length of the inter-array cable

between the wind turbines, achieve wake loss reduction, and optimize the

power production of OSWF. The proposed approach is tested using North

Hoyle and Horns Rev OSWFs with 30 and 80 wind turbines, respectively

and the results obtained is observed as a valid optimal electrical collector

system design.

The thesis further proposes a new hybrid controller for AC grid integrated

offshore wind farm with VSC-HVDC transmission system and AC grid

integrated offshore wind farms with multi-terminal VSC-HVDC transmis-

sion system. It is combination of proportional–integral (PI) based inner

and sliding mode control based outer controller. With the hybrid con-

troller, the VSCs of the HVDC transmission system are connected for

control of the AC voltage, DC-link voltage, reactive power and effective

power transfer between the OSWFs and an onshore AC grid. An evo-

lutionary algorithm and proportional–integral–derivative (PID) tool are
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utilized to realize the tuned gain parameters for hybrid and conventional

controllers. The FRT capability, small signal analysis, and controller sta-

bility of the VSC-HVDC systems are analyzed. To check the stability of

the system, small signal stability analysis is carried out with the hybrid

controller and performance is compared with conventional PI controller.

To examine the fault ride through (FRT) capability, a symmetrical fault

and unsymmetrical fault are applied at an onshore AC grid side and the

performances of the system based on the hybrid and PI controllers are ana-

lyzed. Dynamic model and linerized state-space model of the VSC-HVDC

systems with hybrid and conventional controllers are developed. The anal-

ysis of the VSC-HVDC systems with hybrid and conventional controllers

is conducted in the software environment of the MATLAB/Simulink. The

simulation results show that the proposed control scheme provides effective

active power transmission, AC voltage control, minimum reactive power

transfer among the VSCs, and DC-link voltage regulation in the presence

of system uncertainties and faulty condition. The controller stability is

observed with the help of the Nyquist plot and eigenvalue analysis. The

effect of parameter uncertainty on total system stability is examined with

the help of eigenmatrix of the VSC-HVDC system.
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Chapter 1

INTRODUCTION

A brief overview of the thesis and the reasons behind its motivation are presented in

this chapter, followed by the research objectives, and a concise description of the flow

in which the thesis is organized.

1.1 Overview

Sustainable power sources are alternative solutions for a significant amount of carbon-

free electricity. Among the different sustainable power sources, wind energy has

proven to be useful for large-scale energy production. The estimated installed global

wind energy till 2017 is 540 GW and it is targeted to reach 4,403 GW by 2050 (, 2017,

GWEC). Worldwide wind energy has decreased 637 million tons of ozone-depleting

substance outflows by 2015 and the aim is to decrease three billion tons by 2030 (,

2017, GWEC). According to the current installations in various locations, wind farms

are of two types: onshore wind farm and offshore wind farm (OSWF). The OSWFs

are designed in clusters, where each cluster consisting of tens to hundreds of wind

turbines (WTs). The estimated installed global offshore wind farm capacity till 2017

is 18 GW and it is estimated to reach 120 GW by 2030 (, 2017, GWEC). Recently,

the Indian government has started 1 GW offshore wind farm project at the Gulf of

Khambhat off the Gujarat coast and it plans to achieve 5 GW by 2022 and 30 GW

by 2030. OSWFs have some benefits such as no land requirement, higher installation

capacity, availability of better wind sources, and a lower environmental impact in

comparison with onshore wind farms (Hou et al., 2017a). In OSWF, the generated

power of WTs is transferred to offshore substation through inter-array cables and
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connected to onshore substation through export cables, which is referred to as the

electrical collector system. Figure 1.1 shows WTs arranged in radial topology, where

the WTs are connected to the collector hub then to offshore platform through MV/HV

transformer. Rating of the OSWF can be increased by increasing the number of WTs

which consequently increase the length of submarine cables required between WTs

and the collector hub. It also necessitates an electrical collector system of larger size

and transformer of higher rating.

Figure 1.1: Radial topology of OSWF

Due to the reasons stated above, the capital cost of OSWF will inevitably be

higher. In addition, OSWF is known to have higher maintenance and outage cost

due to a critical operational environment and low accessibility. The optimized design

of OSWF can achieve reduction in cost related to electrical collector system and

cable layout. In large-scale OSWF, power production of WT can decline due to wake
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intrusion among the WTs. Wakes formed by the upstream WTs affect the wind speed

behind the rotors and decrease the power production of the downstream WTs because

of reduced wind speed and increased level of turbulence. To minimize the wake effect,

WTs should be separated with large dominant spaces. The standard wake models

which maybe used as seen in the literature to obtain the optimal spacing between

the WTs are Larsen wake, Jensen wake, Frandsen wake, and Ainslie wake model

(Renkema, 2007). The Jensen and Larsen wake models are an excellent choice to

solve the OSWF design problem because of its high degree of accuracy and simplicity

(Shakoor et al., 2016).

The OSWFs are located far away from the shore and they require a transmission

system to transmit the huge amount of power to onshore platform. High voltage direct

current (HVDC) transmission system is a better choice compared to a high voltage

alternative current (HVAC) transmission system. Advantages of HVDC transmission

system over HVAC transmission systems are (Du, 2007): a) It can transmit the high

rated power at low cost; b) It does not have limits for transmission line distance. It is

effective for underground, overhead, and submarine cables; c) It has accurate and fast

control of power flow; d) It does not increase the short-circuit power in the connecting

system. Therefore, no need to change the circuit breakers in the transmission system;

e) It can carry more power for a given size of conductor; f) It interconnects the

asynchronous systems and it can transmit the power between the two AC systems

operating at different nominal frequencies or the same frequency; and g) It has lower

losses for same power capacity.

Among the options available for HVDC transmission system, (a) the voltage source

converter (VSC) based HVDC transmission system developed using the IGBT de-

vice and (b) the line commutated converter (LCC) or current source converter based

HVDC developed using thyristor device. The benefits of VSC-HVDC system are

stated as follows (Du, 2007): a) It provides independent control of active and reactive

power without adding the additional compensating equipment; b) In this system, the

communication failure because of the disturbances can be avoided; c) It can be con-

nected to a weak and isolated AC system or to a system where no generation source

is available; d) It has black start capability, which means that the VSC is used to

create a balanced set of three-phase voltages as a virtual synchronous generator; e)

Size of filter required is smaller because of the high frequency switching devices; f)

It suitable for OSWF applications because of a compact footprint and standardized
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construction; the VSC can be easily and quickly commissioned at the preferred loca-

tion; and g) The VSCs does not have any reactive power demand and also, they can

control their reactive power to regulate the AC system voltage like a generator.

1.2 Research motivation

Research on the LCC based point-to-point and multi-terminal HVDC transmission

has been conducted in the past. However, recently, VSC based HVDC and multi-

terminal VSC-HVDC (MT VSC-HVDC) systems have become a new topic of research.

The first VSC-HVDC transmission system is made by ABB and its called as HVDC

Light. Its first commercial use being the connection of the 40 MW wind farm at Nas

to city of Visby. The connection has a power rating of 50 MW and has a pair of

extruded DC cables of 70 km length. However, the largest HVDC Light connections

currently in service have a rating of 3000 MW /± 640 kV. Siemens has completed its

first ever HVDC PLUS 400 MW /± 200 kV project in 2010. The first LCC based

MT VSC-HVDC system is installed by ABB between Quebec and New England in

Canada in 1986. A third terminal in Massachusetts, USA, is added in 1992, became

the first three terminal HVDC system. The second LCC based three-terminal HVDC

grid is deployed at Italy-Corsica-Sardinia in 2012.

The VSC-HVDC and MT VSC-HVDC technologies need to mature before being

used in practical and commercial applications. Despite encouraging works in the

literature on (a) electrical collector system design of the OSWF and (b) operation

and control of VSC-HVDC and MT VSC-HVDC, there remains several gaps in this

system which need further investigation and understanding such as:

1. Enhancement of the power production of the OSWFs by designing the optimal

electrical collector system for the OSWFs. Power production enhancement can

be achieved by proper placement of WTs and it needs to be studied. Wake

modelling and optimal design approaches are needed to obtain the placement of

wind turbines in OSWF and cable routing among the WTs in order to reduce

the cost.

2. VSC-HVDC and multi-terminal VSC-HVDC transmission systems can be used

to integrate the OSWFs to the onshore grid. A new controller approach based

on advanced control techniques is needed to achieve effective power transfer
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between the OSWFs and onshore grid. In addition it is desired to enhance the

stability and performance of the system. It is also intended to give better perfor-

mance in case of abnormal operating conditions such as parametric uncertainty

and disturbances. It should also provide FRT capability with improved system

power and voltage dynamics.

1.3 Thesis objectives

The main objectives of the thesis are as follows and Figure 1.2 illustrates an thesis

objectives.

1. Design an optimal electrical collector system for the offshore wind farms to get

optimal cable layout and to reduce the cost of power production of the OSWF.

2. Design of hybrid controller based on proportional–integral (PI) and sliding mode

control (SMC) for the voltage source converters in a grid-integrated offshore

wind farm using HVDC transmission system to get effective power transfer

between the grid and OSWF and to achieve enhanced performance in terms

of system performance under normal as well as abnormal conditions, system

stability and FRT capability.

3. Design of hybrid controller based PI-SMC for the voltage source converters in

grid-integrated multiple offshore wind farms using multi-terminal-HVDC trans-

mission system to get effective power transfer between the grid and OSWFs and

to achieve enhanced performance mentioned above.

1.4 Thesis organization

The thesis is documented with six chapters and appendix. Figure 1.3 illustrates an

outline of the thesis.

Chapter 1: Presents an introduction which consists of a brief overview of the thesis

and the reasons for its motivation followed by the research objectives and

a concise description of the flow in which the thesis is organized.
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Figure 1.2: Thesis objectives
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Chapter 2: Presents the literature survey which briefly describes the different elec-

trical collector system topology designs for offshore wind farms. A com-

parative review on different DC and AC collector system topologies of

the OSWF is detailed. Following a review on different optimization ap-

proaches to design the optimal electrical collector system for OSWF, var-

ious control schemes adopted to develop the controller of grid-integrated

OSWF with VSC-HVDC transmission system and multi-terminal VSC-

HVDC transmission system are explained.

Chapter 3: Proposes a new approach to design the optimal electrical collector sys-

tem for OSWFs which is based on (a) Ant colony optimization (ACO)

for travelling salesman problem (TSP) and multiple travelling salesman

problem (MTSP) and (b) Firefly algorithm (FA) for TSP and MTSP.

The larsen and jensen wake models are used to obtain the optimal loca-

tion of wind turbines. The ACO-TSP, ACO-MTSP, FA-TSP, and FA-

MTSP are proposed to optimize the cable layout between the WTs and

substation. The objective of the optimization is to minimize levelized

production cost, minimize the length of inter-array cable, reduce wake

loss, and hence maximize the OSWF power production and reduce the

overall cost.

Chapter 4: This chapter deals with the new controller approach for grid integra-

tion of the OSWF with VSC-HVDC transmission system. The controller

must be designed to regulate the DC-link voltage, AC voltage, active

power, and reactive power. The proposed hybrid controller approach

is developed by adopting the sliding mode control and conventional PI

control techniques. Dynamic modelling, linearized state-space modelling

and small signal stability analysis for the VSC-HVDC system are de-

veloped. The proposed hybrid controller approach enhances the system

performance with regard to small-signal analysis and FRT capability at

the various disturbances in the system.

Chapter 5: This chapter deals with the PI-SMC based hybrid controller approach

for grid integration of the OSWFs with multi-terminal VSC-HVDC trans-

mission system. The controller must be designed to regulate the DC-link
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voltage, AC voltage, active power, and reactive power. Dynamic mod-

elling, linearized state-space modelling and small signal stability analysis

for the VSC-HVDC system are developed. The proposed hybrid con-

troller approach enhances the system performance with regard to small-

signal analysis and FRT capability at the various disturbances in the

system.

Chapter 6: Summarizes the major contributions of this thesis and includes some

discussions on possible future research.

Figure 1.3: The outline of the thesis
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Chapter 2

LITERATURE SURVEY

2.1 Introduction

This chapter presents the literature survey of the thesis and it explains the various

electrical collector topology schemes for offshore wind farms. A comparative analy-

sis of different DC and AC collector topologies for an offshore wind farm (OSWF)

is presented. The advantages and disadvantages of different types of electrical col-

lector topologies are discussed. Following a critical review on different optimization

approaches to design the optimal electrical collector system for OSWF, various con-

trol schemes adopted to develop the controller for grid-integrated OSWF with voltage

source converter (VSC)- high voltage direct current (HVDC) transmission system and

multi-terminal VSC-HVDC transmission system are explained.

This chapter is organized as follows: Firstly, the OSWF electrical collector topolo-

gies are discussed and followed by the summary of various methods applied to design

optimal electrical collector systems for OSWF. Secondly, the outline of the control

methods used to design the controller for grid-integrated OSWF through the VSC-

HVDC transmission system is explained. Lastly, the control methods applied to

design the controller for grid-integrated multiple OSWFs through the multi-terminal

VSC-HVDC transmission system are discussed followed by summary is detailed.
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2.2 Electrical collector topologies for offshore Wind

farms

The electrical collector topology is a structure, which interconnects the wind turbines

(WTs) with inter-array cable and connects then to offshore substation through the

collector hub. The collector hub aims to collect the generated power from the wind

turbines and transmit the power to the onshore grid through the high voltage al-

ternative current (HVAC) or HVDC transmission system. Based on the type of the

collector hub, the electrical collector topologies for OSWFs are categorized as AC col-

lector topology and DC collector topology. These are explained in detail the following

sections. Figure 2.1 shows the classification of the electrical collector topologies.

2.2.1 AC collector topology

In AC collector topology, each wind turbine contains the AC-DC-AC converter and it

connected to medium voltage (MV) collector hub. Further, the MV collector hub is

interconnected to high voltage (HV) collector hub through the MV/HV transformer.

The generated power of the AC collector topology based OSWFs is collected at MV

collector hub. The salient features of the AC collector topology are: (a) it can be

used for both HVAC and HVDC transmission system based OSWF; (b) it is suitable

for low rating OSWFs based HVAC transmission system where additional AC/DC

converter is not needed; and (c) various types of the collector topologies are available

for the different ratings of OSWFs. The AC collector topology is categorized as radial

topology, single-sided ring, double-sided ring, star (Quinonez-Varela et al., 2007),

bifurcated radial (Bala and Sandeberg, 2014), central collector system (Ali et al.,

2012), conventional AC-DC OSWF topology (De Prada et al., 2015), single large

power converter-variable frequency (SLPC-VF) topology (De Prada et al., 2015),

and hybrid AC-DC OSWF topology (De Prada et al., 2015). The advantages and

drawbacks of AC above mentioned collector topologies are given in the Table 2.1.
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Figure 2.1: Electrical collector topology chart
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Table 2.1: AC collector topologies

Topology Figure Advantages and Drawbacks

Radial

The advantages are low cost, simple control, less
design complexity and less switchgear require-
ment. The drawbacks of radial topology are poor
voltage regulation; poor reliability, the rating of
the inter-array cable increases with the number
of WTs connected in a string, and if there is any
fault in the inter-array cable or near the collector
hub, then the whole OSWF shuts down.

Single-

sided ring

The drawback of the topology is that longer
inter-array cable is required to interconnect the
WTs. The advantage is improved reliability
when compared to radial topology. When a fault
occurs at the hub end of the connected inter-
array cable, the total power flow through the re-
dundant path is decreased and the power loss is
reduced by 45% when compared to radial topol-
ogy (Quinonez-Varela et al., 2007).

Double-

sided ring

The advantage is that power flow occurs through
other strings without loss of good units, in case
any WT is affected by an internal fault. Power
loss is 18% lesser than the typical radial topology
(Quinonez-Varela et al., 2007). The drawbacks
are that (a) the capacity of the inter-array cable
must withstand the total generated power and
hence it requires high rated inter-array cables
and (b) the reliability of the topology is low when
the fault occurs at WTs of the both sided strings
(WT1 and WT12) in the same time. Compared
to radial and single-sided ring topologies, the
cost of double-sided ring topology is higher be-
cause it requires high rating of the inter-array
cable.

Star

The advantages are (a) the inter-array cable rat-
ing reduces comparatively with respect to the
topologies explained above and hence it reduces
the cost of the topology, (b) the reliability and
voltage regulation are improved, and (c) when
a fault occurs in any WT, it will not affect the
power flow of other WTs. Drawbacks are that
a complex switchgear arrangement is required
at the center of the collecting point and a high
rating inter-array cable requires to interconnect
the center of the collecting point and the col-
lector hub. The power loss of star topology is
4% lesser than radial topology (Quinonez-Varela
et al., 2007).
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Topology Figure Advantages and Drawbacks

Bifurcated

radial

The advantages are that it required small rating
inter-array cable compared to double-sided ring
topology and it affects to the reduction in inter-
array cable cost hence, cost of topology is less
compared to a double-sided ring topology. The
drawbacks are that when the failure of circuit
breaker or fault occurs in the inter-array cable
at near to circuit breaker; it will be resulted in
a complete shutdown and low reliability com-
pared to a double-sided ring topology.

Central

collector

The advantages are improved reliability com-
pared to bifurcated radial topology and power
losses are lower than that of the typical radial
topology. The drawbacks are requirement of
higher capacity inter-array cable between the
central point and collector hub, which increases
the cost and when the failure of circuit breaker
or fault occurs in the inter-array cable between
the collector hub and central point, it results in
a loss of total generated power.

Four-sided

ring

The advantages are high reliability compared
to other ring topologies, lesser requirement of
switchgear, improved voltage regulation and
18% lesser power loss when compared to typical
radial topology (Quinonez-Varela et al., 2007).
The drawback is that it requires a higher rating
of inter-array cable for the redundant path.

SLPC-VF

Advantage is the capital and maintenance cost
is less compared to conventional AC-DC topol-
ogy. The main drawbacks are (a) complexity in
control of all WTs by a single power converter,
(b) it requires a high rating power converter at
the collector hub because of single power con-
verter operation which results in higher conduc-
tion losses and lower reliability, and (c) when a
fault occurs in the power converter, it affects
the entire system and causes a loss of total gen-
erated power (De Prada et al., 2015).
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2.2.2 DC Collector topology

In DC collector topology, each wind turbine contains the AC-DC converter and it

connected to DC collector hub. The generated power of the DC collector topology

based OSWFs is collected at DC collector hub. The salient features of the DC collector

topology are: suitable for HVDC transmission system based OSWF; Additional AC-

DC-AC converter is not needed; and reduces complexity and components required are

lesser as compared to AC collector topology. The DC collector topology is classified as

series topology (Gil et al., 2015), parallel topology (Gil et al., 2015), hybrid topology

(Chuangpishit et al., 2014), different parallel topologies (DC OSWF topology 1, 2 ,3

and 4)(Gil et al., 2015), matrix interconnection topology (Chuangpishit et al., 2014),

DC architecture with AC aggregation topology (Bala and Sandeberg, 2014), and DC

architecture with DC aggregation topology. The advantages and drawbacks of above

mentioned DC collector topologies are given in the Table 2.2.

In section 2.2, the various electrical collector topologies are explained. The design

of OSWF electrical collector system is an important aspect and various optimization

approaches are applied to achieve an optimal design. The detailed literature survey on

the optimal design of OSWF electrical collector system is explained in the following

section.

2.3 Approaches for optimal design of offshore wind

farm electrical collector system

Optimized design of OSWF electrical collector system refers to the placement of WTs

on the sea waters at location of the OSWF and then the design of cable routing so

as to improve the power production and reduce the cost of production.

In the available literature on the subject, the design of OSWF electrical collector

system has been studied and researchers have applied a few optimization techniques

for design of inter-array cable routing and minimization of cable cost. In large-scale

OSWF, power production of WT can decline due to wake intrusion among the WTs.

Wakes formed by the upstream WTs affect the wind speed behind the rotors and de-

crease the power production of the downstream WTs because of reduced wind speed

and increased level of turbulence. To minimize the wake effect, WTs should be sep-

arated with large dominant spaces. The standard wake models which maybe used
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Table 2.2: DC collector topologies

Topology Figure Advantages and Drawbacks

Series

topology

The advantages are that it is the simplest col-
lector topology and cost-effective. Series DC
topology is best suited for local DC grids of
limited size (Jovcic et al., 2015). Drawbacks are
lower reliability, overvoltage, and when a fault
occurs near to the collector hub WT (WT1) re-
sults in loss of power in the entire system.

Parallel

topology

It is best suited for large rated WTs because
of higher voltage rating. It requires the DC-
DC converter to boost the DC voltage for the
HVDC transmission. Parallel topology is more
reliable than series topology. The drawback is
an overcurrent problem.

Hybrid

topology

The hybrid topology is the combination of series
and parallel topology.

DC OSWF

topology 1

The advantages are the minimum number of
collector platforms required hence, it results in
cost reduction. Drawbacks are it requires a
large cross-section of inter-array cable, it needs
high rating DC-DC converter and draws more
power losses.

DC OSWF

topology 2

The advantage is topology cost reduction due
to (a) DC-DC converter is not required at the
sub-DC collector hub and (b) lower rating inter-
array cables. The Drawback is the requirement
of high rating DC export cables to withstand
the higher voltage.
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Topology Figure Advantages and Drawbacks

DC OSWF

topology 3

The advantage is a low power loss in export
cables due to high voltage. The drawbacks
are lower reliability and loss of total generated
power if the DC-DC converter fails.

DC OSWF

topology 4

Advantages are the less power loss in the DC
export cable, requires lower rating inter-array
cables, improves efficiency, and high reliability
compared other parallel topologies. The draw-
back is an increased cost due to more number
of DC-DC converter setups and DC collector
hubs.

Matrix

inter-

connection

topology

It is a modified series-parallel topology. It over-
comes the overvoltage problem of series-parallel
topology.

DC

architecture

with AC

aggregation

topology

The advantage is that individual DC-AC

converter is not needed for WTs and

single high rated DC-AC converter

used to interconnect the WT string

and AC collector hub.
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Topology Figure Advantages and Drawbacks

DC

architecture

with DC

aggregation

topology

The advantage is that individual DC-AC

converter is not needed for WTs and

single high rated DC-AC converter used to

interconnect the DC collector hub and

onshore grid.

as seen in the literature to obtain the optimal spacing between the WTs are Larsen

wake, Jensen wake, Frandsen wake, and Ainslie wake model (Renkema, 2007). The

improved genetic algorithm (GA) for multiple travelling salesmen problem (MTSP)

is adopted to design an optimal OSWF (Gonzalez-Longatt et al., 2012) and various

cable cross sections are considered in order to design a radial topology. Bender’s

decomposition and Progressive contingency incorporation algorithm are applied to

design an optimal electrical system a reduction in investment and a curtailed produc-

tion cost (Lumbreras and Ramos, 2013). A binary integer programming with fuzzy

c-means (FCM) an approach is applied to minimize the cable cost and transmission

losses of OSWF, where the position of WTs is close to a substation (Chen et al.,

2013). In (Chowdhury et al., 2013), the unrestricted wind farm design optimization

is achieved by advanced mixed-discrete particle swarm optimization (PSO) and cost

of energy is evaluated. In (Prabhu et al., 2013), authors have applied GA with har-

mony search algorithm to achieve the finest placement of WT, where the wake effect

is taken into account. The improved GA is applied to optimal placement of the WTs

in OSWF and an economic model is proposed to maximize the profitability of the

project (González et al., 2013). An optimal electrical network for OSWF is designed

by GA with Prim’s algorithm and the objective involved the total investment cost

and feasibility of crossing cables (Dahmani et al., 2015).

A hybrid AC-DC OSWF topology is optimized to minimize the total cost of OSWF
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using mixed integer nonlinear programming (De Prada et al., 2015). In (Park and

Law, 2015), the optimal OSWF is modeled for improving the power production of the

wind farm by sequential convex programming method. A firefly algorithm (Wagan

et al., 2015) and random search algorithm (Feng and Shen, 2015) are applied to achieve

optimal placement of WTs in OSWF. In (Hou et al., 2015a), Prim’s algorithm is

employed for optimal installation of the offshore substation. The GA with geometric

programming is employed to design the optimal model of OSWF (Dahmani et al.,

2015). Authors have adopted the PSO for optimal allocation of the WTs with the aim

of maximizing the power production while diminishing the total OSWF expenditure

(Hou et al., 2015b), (Hou et al., 2017b). Clarke and Wright savings heuristic (CWH)

method with vehicle routing (Bauer and Lysgaard, 2015), and capacitated minimum

spanning tree (MST) (Pillai et al., 2015) are implemented for the optimization of

inter-array cable routing between WTs in OSWFs. A self-adaptive allocation method

is based on combination of PSO and FCM clustering algorithm proposed to place the

substations and WTs in OSWF. A new electrical collector system design optimization

is proposed and it is solved by Bender’s decomposition algorithm, where multiple

substations and cable types are considered (Chen et al., 2016). In (Hou et al., 2016c),

the mixture of adaptive PSO (APSO) and MST is applied to optimize the OSWF and

the optimized design by MST, dynamic MST (DMST) and APSO-MST are compared.

Hou et al.(Hou et al., 2016d) have extended the work by applying an optimized power

dispatch method for minimizing the levelized production cost, where PSO is applied

for the optimal design of regular shaped OSWF. The optimal OSWF is achieved by

using various methods such as mixed integer linear programming (Wdzik et al., 2016),

binary PSO (Pookpunt and Ongsakul, 2016), GA and PSO (González et al., 2017),

(Amaral and Castro, 2017), (Pillai et al., 2017), hyper-heuristics (Li et al., 2017),

biogeography-based optimization (Bansal and Farswan, 2017), GA based local search

(Abdelsalam and El-Shorbagy, 2018) and binary artificial algae algorithm (Beşkirli

et al., 2018). In (Hou et al., 2016a), authors have applied dynamic MST method

to achieve an optimal design for irregular shaped OSWF. The combination of PSO

and multiple adaptive methods is applied for the optimal design of irregular shaped

OSWF with restricted zones (Hou et al., 2016b). The fuzzy clustering algorithm,

single parent GA, and MTSP are used to solve the hierarchical optimization model

based on double-sided ring structure of OSWF (Wei et al., 2017).

In section 2.3, the various approaches to design an optimal model of the OSWF
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electrical collector system is explained. The generated power is collected at collector

hub and it is transmitted to grid through the VSC-HVDC transmission system. To

get effective power transmission from the OSWF to grid, the VSC should be controlled

using effective control approaches. The detailed literature survey on control schemes

for grid-integrated OSWF through the VSC-HVDC transmission system is explained

in the following section.

2.4 Control schemes for grid-integrated offshore

wind farm through the VSC-HVDC transmis-

sion system

Several studies have been carried out on conventional control techniques for the grid

integrated OSWFs through the VSC-HVDC transmission. An improved fault ride-

through (FRT) method based on the controlled demagnetization approach is used

to control the voltage reduction to avoid the overvoltage of DC link and to achieve

the effective power transfer (Feltes et al., 2009). Authors Erlich et.al have extended

the above work by using an improved voltage drop control approach (Erlich et al.,

2014). In (Blasco-Gimenez et al., 2010), authors have proposed distributed voltage

and frequency control to connect the AC grid to synchronous generator based OSWF

through the HVDC link, where the link rectifier and inverter are designed based on the

12-pulse diode and thyristor bridge, respectively. An aggregation scheme based on the

3-level neutral point clamped (3L-NPC) converter is used as a rectifier for HVDC col-

lector system to interconnect the OSWF and onshore HVDC substation. It adopted

the single-phase switching strategy with minimized switching losses (Chaudhuri and

Yazdani, 2011). In (Giddani et al., 2013), authors have implemented a multi-task con-

troller based on proportional-integral (PI) control for designing a VSC-HVDC link

between the two AC systems and they studied the FRT capability and transient sys-

tem stability for various fault conditions. The controller dealt with the effective power

transfer, independent reactive power control and regulation of system frequency. A

power synchronization control is used to connect the OSWF to the grid through the

VSC-HVDC link and the FRT schemes are investigated by considering the offshore

and onshore faults with and without chopper (Mitra et al., 2014). Authors have

proposed a communication-based FRT scheme which is the combination of PI and
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de-loading control methods to interconnect the OSWFs and grid by VSC-HVDC link.

It works on grid code conditions such as active voltage support, power flow balancing

and FRT capability. Hence, the linearized small-signal model is obtained to examine

the communication system impact on FRT scheme and DC chopper resistor rating

(Nanou and Papathanassiou, 2015). Further, authors have used a coordinated control

method which is the mixture of the voltage-dependent current modulation approach

between the VSC-HVDC converters and the WTs (Nanou et al., 2015). The OSWF

may not react to the fluctuations of grid frequency because of the delinking of VSC-

HVDC and signal transmission delay. Hence, the OSWF stability will be at risk in

case of high wind flow. A coordinated control method is used to regulate the system

frequency by controlling the DC-link voltage of VSC-HVDC, where the coordination

is operated between the DC-link capacitor energy and grid frequency (Liu and Chen,

2015). In (Egea-Àlvarez et al., 2017), the authors have applied power coordination

technique to achieve the DC voltage regulation for integrating OSWF to the grid

with less communication among the VSCs. The power coordination is realized by

the two droop controllers such as grid side dynamic braking resistor and OSWF side

controllers. A new control approach is employed to control the dc voltage, an active

and reactive power of the OSWF with VSC-HVDC. It is a mixture of the multi-

variable PI and single-input single-output PI controllers acting as inner and outer

controllers, respectively (Pradhan et al., 2017). The new configuration based on the

reduced switch count-nine switch converter is applied to achieve the uninterrupted

power flow and DC voltage regulation in faulty condition for grid-connected OSWF

by VSC-HVDC. To fulfill the above context and improve the FRT capability, the

configuration is designed with series and shunt network interface among the grid and

OSWF (Kirakosyan et al., 2017). The hybrid VSC-HVDC is designed by PI control

(Nguyen and Lee, 2012) and proportional resonant control (Nguyen et al., 2015) for

power transfer among the OSWF and grid. It consisted of a 12-pulse diode rectifier

and VSC, which are employed on the OSWF and grid side, respectively (Nguyen and

Lee, 2012).

The conventional control techniques may not give a desired response to the non-

linear systems due to limitations of the parameter tuning (Ramadan et al., 2012).

From the mathematical and operation viewpoint, the grid-connected OSWFs are

highly non-linear systems. Accordingly, the VSC controller must be a robust and non-

linear type which can enhance the stability and performance of the system (Colbia-
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Vega et al., 2008). The adaptive or advanced control technique-based controllers can

give better performance in case of an abnormal operating condition such as para-

metric uncertainties and disturbances (Ramadan et al., 2012). Some authors have

adopted the non-linear and advanced control techniques to design system controllers.

A fuzzy logic controller is implemented to develop the 3L-NPC converter for the

grid-integrated OSWF through VSC-HVDC transmission (Muyeen et al., 2010). In

(Benadja and Chandra, 2015), authors have adopted extended Kalman filter to design

an adaptive sensor-less control to regulates the DC link voltage for 3L-NPC converter

based VSC-HVDC link to connect the OSWF and onshore grid. To improve the

VSC-HVDC system performance, two non-linear control techniques are utilized to

design controllers such as sliding mode control (SMC) and two-degree of freedom PI-

derivative (2DOF-PID). The active and reactive power are controlled by the SMC

controller and DC voltage is regulated by 2DOF-PID controller (Ramadan et al.,

2012). The combination of genetic algorithm (GA) and SMC is used to design a

controller for VSC-HVDC system and it improved the dynamic stability of the sys-

tem in various operating conditions (Ahmed et al., 2015). In (Yang et al., 2016),

authors have applied perturbation observed-SMC method to design a controller for

VSC-HVDC system and multiple studies are carried out such as AC fault analysis,

parameter ambiguity, integration to weak AC grid, active, and reactive power con-

trol. The adaptive SMC based on feedback linearization (Mallick, 2011) and inertia

emulation-SMC (Mahapatra and Dash, 2015) control techniques are employed to de-

sign a non-linear controller for VSC-HVDC system and the responses are observed at

different conditions such as short-circuit ratio changes, faults, power oscillations. In

(Zhao and Li, 2013), authors have designed a robust controller based on the adaptive

backstepping for VSC-HVDC system. The controller aims to achieve stable power

transmission by maintaining a stable DC voltage. The power system stability anal-

ysis is carried out on a large scale, where the OSWF is interconnected to the New

England ten-machine 39-bus test system (Edrah et al., 2015). In (Kunjumuhammed

et al., 2017), authors have worked on stability analysis of infinite grid integrated to

OSWF with VSC-HVDC by using oscillatory modes of the system, where the system

closed-loop stability is influenced by the critical modes sensitivity and OSWF param-

eters. The voltage stability and control of the OSWF with VSC-HVDC is discussed in

(Liu and Sun, 2014). AC bus voltage instability and resonance among the OSWF and

HVDC rectifier are investigated by the system impedance-stability condition, where
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the harmonic linearization method is used to design the system impedance models.

A new control technique is applied to reduce the power fluctuations and enhance the

system damping for grid-integrated OSWF with LCC-HVDC link, where the control

technique consisted of rectifier and inverter current regulators which are designed

based on modal control theory. Improvement of stability is examined by the system

eigenvalue analysis (Wang and Thi, 2013b).

The various control schemes for grid-integrated OSWF through the VSC-HVDC

transmission system is explained in section 2.4. At present multiple OSWF sites

are developed and they are separated with long distances. The multi-terminal VSC-

HVDC transmission system is required to integrate the multiple OSWFs and grid.

To get effective power transmission between the multiple OSWFs and grid, the VSC

should be controlled using effective control approaches. The detailed literature sur-

vey on control schemes for grid-integrated OSWFs through the multi-terminal VSC-

HVDC transmission system is explained in the following section.

2.5 Control schemes for grid-integrated offshore

wind farms through the multi-terminal VSC-

HVDC transmission system

Several studies have been carried out on control of multi-terminal HVDC (MT-HVDC)

for grid integration of the OSWFs in the literature. In (Xu and Yao, 2011), authors

have used PI and DC droop-based DC voltage controls to get proper power dispatch

in the 4-terminal HVDC system. The methodology for droop control of MT-HVDC is

discussed and it controlled the DC voltage in grid-integrated OSWFs (Prieto-Araujo

et al., 2011). Authors have used optimal voltage control to minimize the loss in MT-

HVDC system for OSWFs (Aragüés-Peñalba et al., 2012). In (Dierckxsens et al.,

2012), a distributed DC voltage control scheme is discussed for MT-HVDC system.

The small signal stability for MT-HVDC system is described and the effect of the

current, DC voltage, and AC voltage controller are discussed (Kalcon et al., 2012). In

(Wang and Thi, 2013a), authors have worked on stability analysis of grid-integrated

OSWFs, where MT-HVDC, VSC-HVDC, and HVAC transmission systems are an-

alyzed for a case study. The sizing of droop control with the output capacitors is

simplified for primary control in MT-HVDC grids (Gavriluta et al., 2015). The power
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reduction control in MT-HVDC system is demonstrated to avoid the DC overvolt-

age (Adeuyi et al., 2015). In (Zhao and Li, 2015), an adaptive backstepping droop

controller is used to control the DC voltage for the 4-terminal HVDC system. The

independent local control is proposed to regulate the current and the voltage behind

the capacitor in a voltage source terminal and the inductor in a current source termi-

nal (Sun, 2015). An SMC based active power variation control is applied to control

the MT-HVDC system in (Tang et al., 2016). In (Raza et al., 2016), authors have

used the DC voltage droop control for VSCs of both sides in the 4-terminal HVDC

system to regulate the DC voltage between the VSCs. A communication-less DC

voltage control method is proposed to get sufficient power dispatch in MT-HVDC

system, where improved master/slave control method is discussed (Sandano et al.,

2017). In (Khenar et al., 2017), authors have presented a control method based on a

multi-loop current and voltage control to reach effective power transfer in 3-terminal

HVDC system in which wind farm side DC voltage control and grid side active power

control are applied.

2.6 Summary

In this chapter, different electrical collector topologies for OSWF are explained with

salient features and drawbacks. Collector topologies are categorized as AC collector

and DC collector topologies. Among those, AC collector topologies are widely used

in design of the OSWF. In view of the practical implementation, most of OSWF

collector designs are made using the radial collector topology.

In section 2.3, the literature survey on the approaches for optimal design of OSWF

electrical collector system is explained. Various approaches are used for different as-

pects to get the optimal design of the OSWF collector system. Those are specified

as follows: an improved GA-MTSP, APSO-MST, binary PSO and GA-PSO are ap-

plied for design optimal OSWF; binary integer programming with FCM for cable

cost minimization; mixed-discrete PSO for unrestricted OSWF; improved GA, firefly

algorithm, random search algorithm, PSO and GA with harmonic search algorithm

are applied for optimal placement of WTs; Prim algorithm and PSO-FCM are used

for offshore substation placement; and CWH method with vehicle routing, ACO-GA,

MST are implemented for inter-array cable routing.

In section 2.4, the literature survey on control schemes for grid-integrated OSWF
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through the VSC-HVDC transmission system is explained. Conventional and ad-

vanced control schemes are applied for control the performance of VSC-HVDC trans-

mission system. Those are mentioned as follows: FRT based controlled demagnetiza-

tion approach, improved voltage drop control and proportional resonant control are

used for effective power transfer; PI based multi-task controller is applied for effective

power transfer, reactive power control, and frequency regulation; PI based de-loading

control method is used for AC voltage support and power flow balancing; coordi-

nated control method, droop control based power coordination technique and ex-

tended Kalman filter based an adaptive sensor-less control are applied for DC voltage

regulation and mixed- variable PI with single-input single-output PI controllers, SMC

with 2DOF-PID, perturbation observed-SMC, and adaptive backstepping method are

used for control the DC voltage, active and reactive power.

In section 2.5, the literature survey on control schemes for grid-integrated OSWFs

through the multi-terminal VSC-HVDC transmission system is explained. Conven-

tional and advanced control schemes are applied for control the multi-terminal VSC-

HVDC transmission system.These are PI, DC droop based DC voltage controller,

SMC based active power variation controller, communcation-less DC voltage con-

troller and multi loop current and voltage controller are applied for effective power

transfer; and Droop controller, a distributed DC voltage controller, power reduction

controller, adaptive backstepping droop controller, and DC voltage droop controller

are used for control the DC voltage.

In Chapter 3, a new approach is proposed to design the optimal electrical collector

system for OSWFs which is based on (a) ACO for TSP and MTSP and (b) FA for

TSP and MTSP. The larsen and jensen wake models are used to obtain the optimal

location of wind turbines. The ACO-TSP, ACO-MTSP, FA-TSP, and FA-MTSP

are applied to optimize the cable layout between the WTs and substation. The

mathmatical expersions of larsen model, jensen model,power production, cable power

loss, annual energy yields, levelized production cost index, and inter-array cable cost

are explained. The reliazation of ACO-MTSP, FA-MTSP, and GA-MTSP approches

are discussed.
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Chapter 3

OPTIMAL ELECTRICAL

COLLECTOR SYSTEM DESIGN

FOR OFFSHORE WIND FARM

3.1 Introduction

In last two decades, the utilization of wind energy is elevated to an appreciable level.

Wind energy is an alternative energy source for significant amount of carbon free

electricity. Based on the placement of wind turbine (WT) the wind farms are classified

into two types. They are offshore wind farm and onshore wind farm. The offshore

wind farms (OSWFs) are gaining importance over onshore wind farms because of

(a) no land requirement and space restrictions, (b) higher installation capacity, (c)

availability of strong wind flow, and (d) no limitation for higher rated wind turbine

installations. The OSWFs are designed in clusters and each culster consists of tens

to hundreds of wind turbines. The OSWF contains wind turbines, transformers,

offshore platforms, and submarine cables. Collector topology plays an important role

in connecting these turbines to the hub. As the rating of OSWFs increase, collector

systems required will be larger in size, raising losses in longer submarine AC cables

(Chuangpishet and Tabesh, 2011). The capital cost of OSWF is higher than the

onshore wind farms. In addition OSWFs have higher outage and maintenance cost

due to critical operational environment and low accessibility. Reduction in cost can

be achieved by optimal design of collector topology, cable layout and reduced number
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of AC-DC converters. A novel hybrid AC-DC topology based on a mixed integer

nonlinear programming has been proposed by the researchers in order to obtain a

optimal design of collector topology(De Prada et al., 2015). Optimal cable layout

design of collector system is obtained by graph theoretic minimum spanning tree

algorithm with the objective of minimization of total trenching length is discussed in

(Dutta and Overbye, 2012). The multiple travelling salesman problem and genetic

algorithm (GA) are used to design optimal OSWF collector systems in(Gonzalez-

Longatt, 2013).

This chapter deals with the methodology for optimal design for OSWF electrical

collector system. This is achieved in two stages, first stage deals with the optimal

placement of wind turbines. This is accomplished using larsen and jensen wake mod-

els. With this the wake loss is minimized and hence power production is increased.

Second stage is to obtain an optimal cable length connecting the wind turbines and

then to the offshore substation. For the second stage, the methodology is based on the

(a) ant colony optimization (ACO) for travelling salesman problem (TSP) and mul-

tiple travelling salesman problem (MTSP) and (b) Firefly algorithm (FA) for TSP

and MTSP. The work aims to minimize levelized production cost index, minimize

the length of inter-array cable, minimize wake loss, and hence optimize the power

production of OSWF. The proposed approach is tested with North Hoyle (NH) and

Horns Rev (HR) OSWFs with 30 wind turbines and 80 wind turbines, respectively

and observed as a valid optimal collector system design. The ACO-TSP, ACO-MTSP,

FA-TSP, and FA-MTSP are proposed to optimize the cable layout between the wind

turbines and substation. Among the ACO and FA based optimal designs, the FA

based designs have given better outcomes with regards of inter-array cable length,

cable cost and levelized production cost index.

This chapter is organized as follows: Firstly, the wake models and specifications

of OSWF are explained, followed by the details of the ACO-MTSP and FA-MTSP

approaches with a flowchart. Secondly, problem formulation is illustrated. Lastly,

the results of the optimal designs pertaining to both approaches are provided with a

detailed comparative assessment followed by summary is detailed.
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3.2 Offshore wind farm model

Wake effect on wind turbines, plays an important role in the modelling of an offshore

wind farm. The power extraction from wind farm are strongly linked with wake effect

with regard to placement of WTs. The wake model takes into account the wake effect

in wind farms and thereby provides the required optimal spacing between the wind

turbines in order to increase the power production to an optimal value. The wake

effect is the aggregated effect on the power production of the wind farm, which results

from the changes in wind velocity due to the influence of the wind turbines on each

other. The disrupted wind velocity value will vary with the distance between the

wind turbines.

3.2.1 Wake model

Wakes in wind farms are of two types which are classified based on their distance from

the wind turbine. They are near wake and far wake. The distance varies from one

to several times of the wind turbine rotor diameter. The far wake models can either

be kinematic wake models or field models. In this study, a kinematic far wake model

is taken for analysis of wake effect. The wake effect is classified as full, partial, and

non-wake effect as shown in Figure 3.1. Wake models based on Larsen and Jensen

wake theory are explained in the following sections.

3.2.1.1 Larsen wake model

The Larsen model is proposed by G.C. Larsen. It is a kinematic model and is for-

mulated using the Prandtl turbulent boundary layer equations. This wake model can

give solutions for the mean velocity profile in the wake and the width of the wake.

In this model the wind flow is assumed to be stationary and wind shear is neglected

(Renkema, 2007). For Larsen model first order equations and solutions are given

below. The wake radius rw is expressed in (3.1).

rw = 1.7563(c
2
5
1 )(xij)

1
3 (3.1)

Where xij = CT
Aol
Ar

(b + b0), CT is the thrust coefficient(CT < 1), Aol is the area of

overlap, Ar is the rotor area, and c1 is a function of Prandtl mixing length and the

rotor position with respect to the applied coordinate system.The wake boundary as
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Figure 3.1: Wake effect: full wake (WT1), partial wake (WT2), and non-wake (WT3)

per (3.1) is shown in Figure 3.2 by a black line. The velocity deficit in the wake Vdij
is given as,

Vdij = −V∞
9

x
1
3
ij

(b+ b0)
+ [
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3
2√

3c21xij
+ 1.344c

−1
5

1 ]2 (3.2)

where b is the distance between the WTs in downstream side b = y ∗D, value of the

y is varies from 0 to 15, r is the rotor radius, and V∞ is the undisturbed wind speed.

c1 =
4.3

100
[
Deff

2
]
5
2 (CT

Aol
Ar

b0)
−5
6 (3.3)

The value of b0 depends on D, Deff , and r9.5. It is indicated in (3.4).

b0 =
9.5D

( 2r9.5
Deff

)3 − 1
(3.4)
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Where D is wind turbine’s rotor diameter. The effective rotor diameter Deff is

expressed as,

Deff = D

√
1 +
√

1− CT
2
√

1− CT
(3.5)

The value of r9.5 is the wake radius at a distance of 9.5 times of the rotor diameter

and it is given as,

r9.5 = 0.5[rnb +min(H, rnb)] (3.6)

where H is the hub height and rnb is described in (3.7). rnb is function of the D and

ambient turbulence intensity Ta.

rnb = max(1.08D, (21.7Ta − 0.005)D) (3.7)

The wake formation behind the wind turbine for V∞ of 10 m/s and Ta of 0.1 by using

Larsen model is shown in Figure 3.2.

Figure 3.2: Larsen model wake formation (Renkema, 2007)

3.2.1.2 Jensen wake model

N.O.Jensen proposed the Jensen wake model which is a kinematic model (Renkema,

2007). It is a simple wake model in which the wake formation is linearly expand-

ing. Figure 3.3 shows the Jensen wake formation diagram. The wake diameter Dw
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Figure 3.3: Jensen wake formation diagram

(Renkema, 2007) is shown in (3.8).

Dw = D(1 + 2kX) (3.8)

Where k is the wake decay constant (k is 0.04 for offshore), and X is the relative

distance behind the rotor. The velocity deficit Vdij (Renkema, 2007) is given in (3.9).

Vdij =

[
(1−

√
1− CT )

(1 + 2kX)2)

]
(
Aol
Ar

) (3.9)

In OSWF, the wind velocity experience by downstream wind turbines would be af-

fected by upstream wind turbines. So, the downstream wind turbines will experience

lesser wind velocity. The Katic et al. proposed a formulation to calculate the wake

effect on downstream wind turbine. The total velocity deficit Vd(j) at a jth location

wind turbine is affected by a group of upstream wind turbines G(j) is given by 3.10

(Samorani, 2013).

Vd(j) =

√√√√iεG(j)∑
V 2
dij

(3.10)

The wind velocity at jth WT Vj is shown in (3.11).

Vj = V∞(1− Vd(j)) (3.11)
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In OSWF, wind turbine may experience the wind from various directions. The posi-

tion of wind turbine nacelle will shift according to the direction of wind. So, the vari-

ations in wind velocity and it direction will affect the wind velocity deficit. Figure 3.4

explains the above context. The analytical equations of wake model considering the

Figure 3.4: Wake model for different wind velocity and wind direction

above effect are given in (3.12)-(3.14) (Feng and Shen, 2015). i is the center of up-

stream wind turbine at point (xi, yi), j is the center of downstream wind turbine at

point (xj, yj), w is the wake center of the upstream wind turbine at point (xw, yw).

Lwj = Lij sin θ3 (3.12)

In (3.12), Lwj is the distance between wth and jth points, Lij is the distance between

ith and jth points, and θ3 is the wind deviation angle between i − w and i − j. The

chord angles θ1 and θ2 corresponding to w and j are shown in (3.13) and (3.14)

respectively.

θ1 = arccos(
r2w + L2

wj − r2j
2rwLwj

) (3.13)
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θ2 = arccos(
r2j + L2

wj − r2w
2rjLwj

) (3.14)

Where ri, rj, and rw are the radius of upstream wind turbine, downstream wind

turbine, and wake of upstream wind turbine, respectively. The area of overlap Aol is

expressed in (3.15).

Aol =


πr2j dwj ≤ rw − rj

2θ1r
2
w + 2θ2r

2
j − 2Ac rw − rj ≤ dwj ≤ rw + rj

0 dwj ≥ rw + rj

(3.15)

Where Ac and c are given in (3.16) and (3.17), respectively.

Ac =
√
c(c− rw)(c− Lwj)(c− rj) (3.16)

c =
(rw + Lwj + rj)

2
(3.17)

The Jensen and Larsen wake models give the clear idea of the wake effect on down-

stream wind turbines due to upstream wind turbines. By using the wake models the

placement of wind turbines and the spacing between the wind turbines in row/column

wise are obtained. For these placement of wind turbines, cable routing between wind

turbines and the substations has to be designed optimally taking into consideration

of the following parameters. Those parameters are power production, cable power

loss, annual energy yields, levelized production cost index, and inter-array cable cost.

The mathematical expressions of the parameters mentioned earlier are explained in

the following sections.

3.2.2 Power production

The power production of wind turbine Pi can be calculated (Hou et al., 2017a) as,

Pi =


0 0 ≤ Vi ≤ Vcut−in

0.5ρCp(β, λ)πr2V 3
i /106 Vcut−in < Vi ≤ Vrated

Prated Vrated < Vi ≤ Vcut−out

0 Vcut−out < Vi

(3.18)
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In (3.18), ρ is the air density (kg/m3), Cp is the power coefficient, r is the radius of

wind turbine rotor (m), Prated is the rated power of wind turbine, β is the pitch angle

(o), and λ is the optimal tip speed ratio. Vi, Vcut−in, Vcut−out, and Vrated are the wind

turbine, cut-in, cut-out, and rated wind speed (m/s), respectively. The total power

production of OSWF PT is a sum of the individual power production of wind turbines

within OSWF and it can be expressed as shown in (3.19). It is proportional to V 3
i

where other parameters are constant.

PT =
Nwt∑
i=1

Pi (3.19)

PT ∝
Nwt∑
i=1

V 3
i (3.20)

Where Nwt is the number of wind turbines in OSWF. The power production of a wind

turbine is proportional to the cube root of the wind speed experienced by the wind

turbine where the wind speed is between the cut-in and rated wind speeds.

3.2.3 Cable power losses

The power losses of AC cable PL,i can be described as shown in (3.21).

PL,i = 3I2i Ri (3.21)

Where Ri is the resistance of cable (Ω/km) and Ii is the value of current flowing

through the cable (A). As the number of wind turbines increases the length of the

cable will increase and it results in higher power losses. The total power losses of AC

cable PTL should be expressed as shown in (3.22).

PTL =
Nwt∑
i=1

PL,i (3.22)

3.2.4 Annual energy yields

The energy yields of the OSWF depend on total wind farm power production, cable

power losses and time duration of power generation. Longer spacing between the

wind turbines improves the energy yields due to higher wind velocity experienced by
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the wind turbines. The annual energy yields EA of OSWF can be formulated as (Hou

et al., 2015b),

EA =
365∑
i=1

(PT − PTL)Ti (3.23)

Where Ti is the time duration when the wind turbine generates power in hours

3.2.5 Levelized production cost

Levelized production cost can be defined as the present value of price of the produced

electrical energy which includes the capital investment, operating, and maintenance

costs during the economic lifetime. The levelized production cost index CLP is ex-

pressed (Hou et al., 2015b) in (3.24), which considers the capital cost CCA, operation

and maintenance cost COM , economic lifetime M , discount ratio r, and annual energy

yields.

CLP =

[
C r(1 + r)M

(1 + r)M − 1
+ COM

]
1

EA
(3.24)

Where C is given in (3.25).

C =
M∑
t=1

CCA(1 + r)−t (3.25)

The capital cost CCA is shown in (3.26).

CCA =
Nwt∑
i=1

CcLcQc (3.26)

Where Cc, Lc, and Qc are the cost, length, and quantity of the cable, respectively.

Cc = Xt + Yt exp(
ZtSn
108

)2 (3.27)

In (3.27), Xt, Yt, and Zt are the coefficients of cost model of cable. Sn is the rated

cable power as given in (3.28).

Sn =
√

3VraIra (3.28)
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Where Vra and Ira are rated voltage and current of the cable, respectively.

The levelized production cost index of the wind farm is used as an objective

function in the optimization of OSWF collector system design. It mainly depends on

the cost of cable, length of the cable and annual energy yields. Levelized production

cost index is directly proportional to cable length and inversely proportional to annual

energy yields. Hence, optimal placement of wind turbines is the one that reduces the

cable length, increase the annual energy yields and there by results in minimization

of levelized production cost index.

3.2.6 Cable cost

The cost of total cable Cct is the sum of the interconnecting inter-array cable cost as

given in (3.29).

Cct =
m∑
z=1

C(Lk(z)) = (
m∑
z=1

Lk(z))Cc (3.29)

Where Lk(z) = (Lk(1), Lk(2), Lk(3), ..., Lk(m)) is the length of ′m′ number of inter-array

cables. Each inter-array cable can connect a set of wind turbines to the substation.

The number of wind turbines Nc that can be interconnected through a cable depends

on the cable current carrying capacity and rating of the wind turbine.

Nc =
Ic
I

(3.30)

In (3.30), Ic is the current carrying capacity of the cable and I is the value of current

flow through the cable. The cable cost depends on the length of cable and number of

the cables used.

Optimal design of OSWF involves firstly, suitable placement of wind turbine taking

into consideration of the wake effect and then minimizing the levelized production

cost index by optimally designing the cable connecting between the wind turbines to

substation. For optimal solution of cable routing, different optimization techniques

can be applied. In this work, two techniques ACO and FA for TSP and MTSP are

applied. These techniques are explained in the following sections.
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3.3 Ant Colony Optimization

Ant colony optimization is a biological motivation of ants to locate the shortest path

between their nest and food. ACO is proposed by Marco Dorigo in 1992 and it

is a population-based search technique. In the process of searching for food, ants

release a chemical (pheromone) in their path, on the ground. Ants choose multiple

random paths from their nest and in the process, decide the shortest path based

on the strength of pheromones. The strength of pheromone decays fast with time;

hence lesser the length of the path, the more is the resilience of the pheromone in a

particular path. Optimal path is decided by the probability of optimal strength of

the pheromone and the remaining ants will follow the path blindly. The advantages

of the ACO are strong searching ability, can give rapid discovery of good solutions,

can adapt to changes such as new distances, and guarantee convergence.

The mathematical explanation of ACO is described as follows (Dorigo and Thomas,

2004): At the starting of the food search process, the strength of pheromone τij(0) is

equal to 1.

τij(0) = 1,∀(i, j) ∈ O (3.31)

Where O is the set of travel points of ant. The probability rule to choose the next

point j of ant k is given in (3.32).

pij
k =

[τij]
α∑

l∈Nk
i
[τij]α

(3.32)

Where
∑

l∈Nk
i

is the neighborhood of ant k when in point i and α is the pheromone

trail constant. The pheromone value is updated using the equation (3.33).

τij = (1− ρ)τij + ∆τ k (3.33)

Where ∆τ k is the updated pheromone value of kth ant and it is specified in (3.34). It

is function of the length of path Lk of ant k.

∆τ k =
1

Lk
(3.34)

36



3.3.1 Multiple Travelling Salesmen Problem

In multiple travelling salesmen problem, a number of cities n are allotted to a number

of salesmen m. The main aim of the method is that multiple salesmen have to travel

to the specified cities. First, the salesmen start the tour from any one of the cities

and travel to a set of other cities without arriving at the starting point in between.

The conditions are (a) each salesman has to take a different route, (b) they have to

touch every specified city without fail, (c) if a salesman has covered a particular city,

then other salesmen should not travel to that city, and (d) In each route, salesmen

have to move through a city only once during their tour (Dorigo and Thomas, 2004).

In case of TSP, the number of salesmen m is 1.

3.3.2 Elitist ACO for MTSP

In combined elitist ACO and MTSP, the ants act as salesmen. Every ant randomly

chooses the city and makes the individual tour from a first city. Depending on the

probability rule, ants will select the next city to go to. Probability rule is a function of

the distance between the cities and strength of pheromone on the route that connects

the cities.The elitist strategy for ACO for MTSP is explained as follows:

An initial value of pheromone is constant and it is τij(0) = 1.

Visibility ηij is routing the desirable nearest city and it is stated in (3.35).

ηij =
1

dij
(3.35)

Where dij is the distance between the city i to j; and (xi, yi) and (xj, yj) are the

location of the city i and j respectively.

dij =
√

(xi − xj)2 + (yi − yj)2 (3.36)

Probability rule (Maniezzo, 1992) is given as below,

pij =
[τij]

α[ηij]
β∑

x∈allowed[τij]
α[ηij]

β
(3.37)

Where pij is the probability value to select the next city, α is the pheromone trail

constant, β is the guide investigation constant, and τij is the pheromone strength of
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path between the cities i to j. In (3.37),
∑

x∈allowed is the sum of untouched cities in

a tour. Update the pheromone trails using (3.38).

τij = (1− ρ)τij +
m∑
k=1

∆τ kij + e.∆τ bsij (3.38)

Where ρ is evaporation rate of pheromone (0 to 1), e is the weight parameter of the

best-so-for tour, and m is the number of ants. The updated pheromone value of kth

ant ∆τ kij and the pheromone value of the best-so-far ∆τ bsij are given in (3.39) and

(3.40), respectively.

∆τ kij =

{
Q
Lk

if kth ant tour in (i, j)

0 otherwise
(3.39)

∆τ bsij =

{
Q
Lbs

if kth ant tour best− so− far in (i, j)

0 otherwise
(3.40)

Where Lbs is the length of tour best-so-far, Lk is the tour length of kth ant, L0 is the

initial tour length, and Q is the amount of raised pheromone coefficient.

3.3.3 Elitist ACO for MTSP realization

In ACO-MTSP approach, the optimal distance travelled by ants or salesman is the

optimal length of the cable and it starts from the initial wind turbine. The travel

covers the group of wind turbines and finds a route to the offshore substation. The

elitist ACO for MTSP algorithm is explained by a flowchart as shown in Figure 3.5.

The process of elitist ACO for MTSP is enlightened by the following steps:

(a) Initialize the basic parameters: it includes α, β, n,m,L0, τij(0), and Q. The

total number of cities represented in MTSP is equal to a sum of the number

of wind turbines Nwt and number of offshore substations Nss. The number of

salesmen is equal to the number of inter-array cables required in a wind farm

and the number of inter-array cables is decided based on the rating of wind

turbine and current carrying capacity of the cable.

(b) The number of wind turbines and substation covered by each cable is equal to

the N = (Nwt/Nc)+Nss. Select the random wind turbines for salesman to start

the tour.

38



(c) Initialize the location points of wind turbines (Awt and Bwt) based on wake

models and calculate the distance matrix dij of wind turbines using the equation

(3.36).

(d) Calculate the visibility matrix ηij of the wind turbines from the distance matrix

dij of wind turbines using the equation (3.35).

(e) Create a random tour matrix T of the wind turbines using the function randperm(N).

Then, first tour is selected for travel from tour matrix.

(f) The probability rule equation (3.37) decides for the cable routing between the

ith wind turbine to next wind turbine on a tour.

(g) After the completion of the tour, calculate the length of each tour that corre-

sponds to the length of cable.

(h) Update the cable route parameter by equation (3.38).

(i) Check whether the number of the specified tours are completed or not. If not

select the next random tour in tour matrix and repeat the steps (e) to (h).

(j) Find the minimum length of the tour Lk from the length matrix.

(k) Calculate the error value err = Lo − Lk. If err>0.001 then go to step (d).

(l) Check the condition err<0.001, then finalize the optimum tour and length of

the tour.

The ACO-MTSP optimization approach is adopted to get an optimal design of

the electrical collector system of OSWF.

3.4 Firefly Algorithm

Firefly algorithm is a nature-inspired metaheuristic algorithm developed from the

natural behavior of fireflies. Firefly algorithm is proposed by Xin-She Yang in 2007

(Yang and Press, 2010). The flashing light generation process of firefly is called biolu-

minescence. It helps the fireflies to communicate with other fireflies, helps to attract

copulate partners and also to provide an alert signal to warn the opponent. The

advantages of Firefly algorithm are an excellent convergence rate, strong searching
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Figure 3.5: Flow chart of elitist ACO-MTSP algorithm
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ability, improvement of solution precision, and avoidance of the local optima (Zhang

et al., 2016). The rules of Firefly algorithm are given below:

1. All fireflies are considered as unisex to avoid the attraction between the anti-sex

fireflies.

2. The flash brightness of fireflies usually declines as distance increases. In the

case of two fireflies, the firefly which emanates lesser brightness will travel in

the direction of the more brightly glowing firefly. In the absence of a brighter

one, it will travel randomly.

The formulation of Firefly algorithm is described as follows (Yang and Press, 2010):

The brightness or light intensity I(d) at the disatance d is the function of the bright-

ness at the source Is and distance d between the fireflies in (3.41).

I(d) =
Is
d2

(3.41)

The dij is the distance between the firefly i and j : where (xi, yi) and (xj, yj) are the

location of the firefly i and j respectively.

dij =
√

(xi − xj)2 + (yi − yj)2 (3.42)

For fixed light absorption coefficient l and the initial light intensity I0, intensity of

light I(d) is given by

I(d) = I0e
−l d2 (3.43)

Firefly’s attractiveness a is proportional to the light intensity seen by adjacent fireflies,

hence firefly’s attractiveness can be defined as given in (3.44).

a = a0e
−l d2 (3.44)

In (3.44), a0 is the value of attractiveness at d = 0. Relative attractiveness can be

expressed in terms of the a0, l, d, and given in equation (3.45).

a =
a0

1 + l d2
(3.45)
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The fixed distance df is formed from equation (3.45).

df =
1√
l

(3.46)

When d = df , the a is a0e
−1 for (3.44) or a0/2 for (3.45). The revised location of

firefly i is attracted to other brighter fireflies j as specified in (3.47).

xi
∗ = xi + a0e

−ldij2(xj − xi) + αrεi (3.47)

In (3.47), the randomization parameter αr is in the bounds of [0,1] and εi = rand−1/2,

where rand is a random number produced uniformly spread between the 0 and 1. For

regular case, a0 = 1. If a0= 0, it becomes a simple random move.

3.4.1 FA-MTSP realization

In FA-MTSP approach, the optimal distance travelled by firefly or salesman is the

optimal length of the cable and it starts from the initial wind turbine. The travel

covers the group of wind turbines and finds a route to the offshore substation. The

FA-MTSP algorithm is explained by a flowchart as shown in Figure 3.6. The following

steps explain the process of FA-MTSP:

(a) Initialize the basic parameters: it includes αr, l, n, L0, and a0. The total number

of cities represented in MTSP is equal to a sum of the number of wind turbines

and number of offshore substations. The number of salesmen is equal to the

number of inter-array cables required in a wind farm and the number of inter-

array cables is decided based on the rating of wind turbine and current carrying

capacity of cable.

(b) The number of wind turbines and substation covered by each cable is equal to

the N = (Nwt/Nc) +Nss.

(c) Initialize the location points of wind turbines (Awt and Bwt) based on wake mod-

els and calculate the distance matrix [dij] of wind turbines using the equation

(3.42).

(d) Calculate matrix I from distance matrix dij of wind turbines as given in equation

(3.41).
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(e) Create a random tour matrix T of the wind turbines using the function randperm(N).

Then, first tour is selected from tour matrix for travel.

(f) Calculate the matrix [a] using the equation (3.44) and check the ith wind turbine

attractiveness ai is greater than the jth wind turbine attractiveness aj. Check

the ai>aj, then travel from ith wind turbine to random wind turbine.

(g) Check the ai<aj, then travel from ith wind turbine to jth wind turbine. Update

the position by equation (3.47).

(h) Complete the tour and calculate the optimal tour length Lk.

(i) Check the number of tours in tour matrix is completed or not. Calculate the

error value err = |Lo−Lk|. If condition satisfies, then go to step (j). Else select

the next random tour and repeat the step (e) to (h).

(j) Check the err<0.001, then update the optimal Lk as Lo and repeat the step

(d) to (h).

(k) Check the err>0.001, then finalize the optimum tour and length of the tour.

The FA-MTSP optimization approach is implemented to get an optimal design of

the electrical collector system of OSWF.

3.5 Genetic Algorithm

The genetic algorithm was developed by John Holland in 1975. genetic algorithm is

an optimization and search technique based on the principles of genetics and natural

selection. genetic algorithm allows a population composed of many individuals to

evolve under specified selection rules to a state that maximizes the fitness. The various

stages of the genetic algorithm approach are given as follows (Haupt and Haupt,

2004): define the objective function; selecting the variables and GA parameters;

variable encoding and decoding; initial population; natural selection; pairing; mating;

mutations; next generation; and convergence. The following steps explain the process

of basic genetic algorithm:

(a) In genetic algorithm, a population of 2n to 4n trail solutions is used. Where n

is the number of variables.
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Figure 3.6: FA-MTSP approach flowchart
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(b) Each solution is represented by a string of binary variables, related to the chro-

mosomes in genetics.

(c) The string length can be made sufficient to accomplish any desired fitness of

approximation and hence any desired accuracy can be achieved.

(d) The numerical value of the objective function corresponds to the concept of

fitness in genetics

(e) After trail solution are selected, a new generation is produced by selecting, using

stochastic rules, and the fittest parents produce children from among the trial

solutions.

(f) New strings are created by crossover or exchanging the information among the

strings of the mating pool.

(g) Some random alternation of binary digits in a string reproduces the effects of

mutations.

(h) After getting the better solution, then again exchanges the bits and produce

results. In some cases, the better solution or better chromosome may loose the

quality. To overcome disadvantage, elitist strategy is used.

(i) In elitist strategy, better solution left untouched and remaining n−1 goes to the

next generation. For remaining n − 1, permutation, combinations, mutations

and crossover will be done.

(j) The better solution of present stage will be compared to the better solutions of

the next stages and finalize the best solution.

3.5.1 GA-MTSP realization

In GA-MTSP approach, the optimal distance travelled by salesman is the optimal

length of the cable and it starts from the initial wind turbine. The travel covers the

group of wind turbines and finds a route to the offshore substation. The following

steps explain the process of GA-MTSP:

(a) Initialize the basic parameters: it includes size of population p, number of

generation g, and size of children population pc. The total number of cities
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represented in MTSP is equal to a sum of the number of wind turbines Nwt

and number of offshore substations Nss. The number of salesmen is equal to

the number of inter-array cables required in a wind farm and the number of

inter-array cables is decided based on the rating of wind turbine and current

carrying capacity of cable.

(b) The number of wind turbines and substation covered by each cable is equal to

the N = (Nwt/Nc) +Nss.

(c) Initialize the population matrix Pm using the function randperm(N).

(d) Initialize the location points of wind turbines (Awt and Bwt) based on wake

models and calculate the distance matrix d of wind turbines using the equation

(3.42).

(e) Calculate the fitness for parents by the
∑p

j=1[Pm(j,N+1) = d(Pm(j,N), Pm(j, 1))+∑N−1
i=1 d(Pm(j, 1), Pm(j, i+1))]. Update the [Pm] by the function sortrows. The

fittest parents produce children from among the trial solutions.

(f) New strings are created by crossover or exchanging the information among the

strings of the mating pool.

(g) Calculate the fitness for parents and children by the
∑p+pc

j=1 [Pm(j,N + 1) =

d(Pm(j,N), Pm(j, 1)) +
∑N−1

i=1 d(Pm(j, 1), Pm(j, i + 1))]. Update the Pm by the

function sortrows.

(h) Finalize the optimum tour and length of the tour from the bunch of best Pm.

3.6 Problem formulation

The problem formulation aims to optimize the collector system design of Offshore

wind farm in terms of production cost. It includes minimizing the length of inter-

array cable, minimizing the Levelized production cost index, maximizing the power

production, and reducing the wake loss. It can be achieved by placing the wind

turbines in the optimum position and this position is obtained from the wake models

explained in section 3.2.1. The optimal placement of wind turbines can reduce the

wake loss. Hence, it improves the power production and annual energy yields. In
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order to minimize the Levelized production cost index, the length of connecting cable

has to be minimized. In (3.24), the Levelized production cost index depends on the

length of inter-array cable and the energy yield with other parameters remaining

the same. Energy yield in turn is dependent on the placement of wind turbines in

OSWF.

The objective function is stated below for minimize the Levelized production cost

index.

min {CLP (x, y)} = min

{[
C(x, y)r(1 + r)M

(1 + r)M − 1
+ COM

]
1

EA(x, y)

}
(3.48)

Subject to,

4D ≤ x ≤ 10D; 4D ≤ y ≤ 10D (3.49)

Where x and y are the spacing between the wind turbines, column wise and row

wise respectively. The cable length minimization reduces the cable losses and results

in reduced cable cost. By placing the wind turbine optimally, the power production

is improved.

The assumptions for optimization are: a) all wind turbines have the same rating,

(b) yaw-misalignment influences the power production which is neglected (when wind

direction varies, the nacelle will adjust its position), but yaw speed cannot follow the

speed of the wind variation in a particular direction. This is called yaw-misalignment

(Choi and Shan, 2013).), (c) the values of x and y should be greater than or equal to

4D. (If the spacing between wind turbines is less than 4D, the turbulence effect reduces

the lifetime of wind turbine (Pérez et al., 2013).), (d) Every time, wind turbines in the

OSWF work under MPPT control strategy, and (e) The wind turbines and substation

are considered to be placed at a fixed position for simplifying the problem.

3.7 Case Study and Results

In this section, North Hoyle OSWF (NH OSWF) and Horns Rev OSWF (HR OSWF)

are taken as reference for the case study. The optimal collector design for NH and HR

OSWFs are done by using elitist ACO-TSP, ACO-MTSP, FA-TSP, and FA-MTSP and

wake loss is addressed using larsen and jensen models. The wake effect calculations

are discussed in subsections. The North Hoyle OSWF is located at Prestatyn in the
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Irish Sea, United Kingdom. It consists of 30 wind turbines in 6 rows and each row has

5 wind turbines and its area is 10 km2. The distance between the wind turbines in a

row is 800 m whereas in a column is 350 m. The rated power of each wind turbine is

2 MW and a rotor diameter D is 80 m. The transmission type is MVAC/HVAC with

an operating voltage level of 33 kV /132 kV. The inter-array cables interconnect the

wind turbines by two radial cables with 15 wind turbines. The inter-array cable is 33

kV XLPE type AC submarine cable with a cross-section of 185 mm2 and the total

length of cable is 18 km. Two export cables are used to interconnect the collector

hub and substation. It has a length of 10.781 km/13.176 km and each cable has

33 kV XLPE type with cross-sectional area of 630 mm2. The Horns Rev OSWF is

located at Blavandshuk in the North Sea, Denmark. The specifications of OSWFs are

given in Table 3.1 (Hoyle, 2004) and (Rev, 2002). The parameters of AC inter-array

submarine cable are provided in Table 3.2 (Wei et al., 2017).

Table 3.1: Specifications of OSWFs

Parameters North Hoyle OSWF Horns Rev OSWF

Total capacity 60 MW 160 MW
Number of wind turbines 30 80
Annual estimated production 197.4 GWh/year 600 GWh/year
Number of Rows/wind turbines 6/5 wind turbines 8/10 wind turbines
Distance between wind turbines in Rows / Columns 10D / 4.375D 7D / 7D
Inter-array cable length 18 km 63 km
Cut-in wind speed 3 m/s 4 m/s
Rated wind speed 13 m/s 13 m/s
Cut-out wind speed 25 m/s 25 m/s
Average wind speed 8.7 m/s 9.7 m/s

Table 3.2: AC submarine cable parameters

Cross-sectional Conductor resistance Cable capacitance Current carrying Cable cost
area (mm2) (Ω/ km) (µF/km) capacity (A) (k$/km)

70 0.3420 0.1263 215 169.23
120 0.1966 0.1460 300 207.69
185 0.1271 0.1665 375 258.46
240 0.0971 0.1805 430 272.31
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3.7.1 Computation of wake effect

The wind sharing at wind turbines on account of the wake effect is calculated based on

Jensen wake model for North Hoyle and Horns Rev OSWFs are shown in Figures 3.7

and Fig 3.8, respectively. It is assumed that the primary column upstream wind

turbines experience constant wind speed (1 pu). The wind experienced by subsequent

wind turbines is registered with taking into effect of the wake. The separation between

wind turbines in the row is 10 times of the D and 7 times of the D for North Hoyle

and Horns Rev OSWFs, respectively. The wake loss value in reference OSWFs is

calculated by using equation (3.10). It is found that, the value of wake loss for (a)

North Hoyle OSWF is 6.35% at the 10D spacing between wind turbines and (b) Horns

Rev OSWF is 12.04% at the 7D spacing between wind turbines. The wind rose of

North Hoyle (npower Renewables Limited, 2007) and Horns Rev OSWFs (Hansen

et al., 2012) are shown in Figures 3.9 and 3.10, respectively.

Figure 3.7: Wind speed sharing in North Hoyle OSWF at 10D
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Figure 3.8: Wind speed sharing in Horns Rev OSWF at 7D

Figure 3.9: Wind rose of the North Hoyle OSWF
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Figure 3.10: Wind rose of the Horns Rev OSWF

3.7.2 Case1: Without consideration of wake effect

In this case, the wake effect is not taken into consideration and minimum length

of inter-array cable is found for the two reference wind farms. Figures 3.11 and 3.12

show the design of OSWF without wake effect for North Hoyle and Horns Rev OSWFs

respectively based on ACO with MTSP approach.

Table 3.3: Result summary of North Hoyle and Horns Rev OSWF designs with out
consideration of wake effect

OSWF Type of collector system Inter-array cable length (km)

Reference North Hoyle Radial 18.000
NH based on ACO-MTSP
with out consideration of wake effect

Radial 10.765

Reference Horns Rev Radial 63.000
HR based on ACO-MTSP
with out consideration of wake effect

Radial 35.706

Table 3.3 gives summary of results obtained in terms of inter-array cable length for

NH and HR OSWF designs with out considering the wake effect. From the Table 3.3,

it is observed that (a) for a radial collector system with ACO-MTSP the inter-array
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Figure 3.11: Design of North Hoyle OSWF without consideration of wake effect

Figure 3.12: Design of Horns Rev OSWF without consideration of wake effect
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cable length is 59.81% of reference NH OSWF and (b) for a radial collector system

with ACO-MTSP the inter-array cable length is 56.68% of reference HR OSWF.

3.7.3 Case2: Optimized electrical collector system design of

OSWF with consideration of wake effect

In this case, the wake effect is considered for the optimal model of OSWFs. The

ACO-TSP, ACO-MTSP, FA-TSP, and FA-MTSP approaches are applied to achieve

the optimal designs of North Hoyle OSWF and Horns Rev OSWF. The optimal design

aims to minimize the inter-array cable length and wake loss. The distance between

the wind turbines in row/column is taken as 7D/4D as evaluated from wake models.

Larsen and Jensen wake model references are considered to design optimal OSWFs

based on ACO-TSP, FA-TSP, ACO-MTSP and FA-MTSP approaches.

3.7.3.1 Optimal design for North Hoyle OSWF using ACO-TSP and FA-

TSP

Optimal design for North Hoyle OSWF based on the (a) ACO-TSP for radial and ring

collector systems are shown in Figures 3.13 and 3.14, respectively and (b) FA-TSP for

radial and ring collector systems are shown in Figures 3.13 and 3.15, respectively. The

distance between the wind turbines is calculated based on the Jensen wake model to

get the optimal design for North Hoyle OSWF with ACO-TSP and FA-TSP methods.

Table 3.4 gives summary of results obtained in terms of inter-array cable length,

approximate power production and average wind velocity for (a) optimal design of

NH OSWF for radial collector system based on ACO-TSP and FA-TSP, (b) optimal

design of NH OSWF for ring collector system based on ACO-TSP and FA-TSP, and

the results are compared with the reference wind farm of North Hoyle.

From Table 3.4, it is observed that for a ring collector system, FA-TSP results in

a lower length of inter-array cable compared to the ACO-TSP. From the wake model

adopted, wind velocity experienced by the wind turbine increases from 0.937 pu to

0.976 pu and accordingly the approximate power production increases from 49.280

MW to 55.714 MW.
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Figure 3.13: ACO-TSP and FA-TSP based optimal design of North Hoyle OSWF for
radial collector system

Table 3.4: Result summary of North Hoyle OSWF designs based on ACO-TSP and FA-
TSP with Jensen model

OSWF
Type of
collector system

Inter-array
cable length
(km)

Vavg(pu) Papr(MW )

Reference North Hoyle Radial 18.000 0.937 49.280
Optimal design for NH based on ACO-TSP Radial 10.330

0.976 55.714
Optimal design for NH based on FA-TSP Radial 10.330
Optimal design for NH based on ACO-TSP Ring 12.249
Optimal design for NH based on FA-TSP Ring 12.010
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Figure 3.14: ACO-TSP based optimal design of North Hoyle OSWF for ring collector
system

3.7.3.2 Optimal design for North Hoyle OSWF using ACO-MTSP and

FA-MTSP

Optimal designs for North Hoyle OSWF based on the ACO-MTSP and FA-MTSP

with Larsen and Jensen wake models are shown in Figures 3.16 and 3.17, respectively.

The power production value depends on the availability of wind velocity in OSWF.

If the amount of wake loss is low, the wind turbines can experience more wind and

it leads to generation of more power in OSWF. As seen in Figure 3.18, the wake

formation in optimal design of NH OSWF for radial collector system is illustrated

with different colour lines. The upstream wind turbines wake is shown in red lines,

indicating that the wind turbines experience full wind speed (1pu). The downstream

wind turbines wake effect are shown in black and blue lines, indicating they experience

different wind speeds. Table 3.5 gives summary of results obtained in terms of inter-

array cable length, cable cost, Vavg, Papr, EA, and CLP values for optimal design of
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Figure 3.15: FA-TSP based optimal design of North Hoyle OSWF for ring collector system

North Hoyle OSWF for radial collector system based on ACO-MTSP, FA-MTSP, and

GA-MTSP.

Table 3.5: Result summary of North Hoyle OSWF optimal designs

OSWF
Cable
length
(km)

Cable
cost
(k$)

Levelized
production
cost index
($/MWh)

Average
wind
velocity
(pu)

Approximate
power
production
(MW)

Annual
energy
yields
(GWh)

Area
(km2)

Reference
North Hoyle

18.000 4652.300 109.69 0.937 49.280 254.720 5.600

Optimal design
for NH based on
ACO-MTSP

10.895 2815.900
96.91 0.976 55.714 288.300 3.942

Optimal design
for NH based on
FA-MTSP

10.895 2815.900

Optimal design
for NH based on
GA-MTSP

11.877 3069.700
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Figure 3.16: ACO-MTSP and FA-MTSP based optimal design for North Hoyle OSWF
with Larsen wake model

From the Table 3.5, it can be observed that (a) the inter-array cable length is

60.53% with ACO-MTSP and FA-MTSP for a radial collector system compared to

reference NH OSWF and (b) the inter-array cable length is 65.98% with GA-MTSP

for a radial collector system compared to reference NH OSWF. Hence, the ACO

and FA-based optimal models are better than the GA-based models with regard to

the length of the inter-array cable. The Levelized production cost index of optimal

design of NH OSWF for radial collector system is reduced by 11.65%. The annual

energy yield is improved by 13.18%. The average wind velocity value of the optimal

design of NH OSWF for radial collector system is improved by 4.16%. The wake loss

value of NH OSWF is reduced by 2.40% using the Jensen wake model. The proposed

approaches used in the design of the optimal OSWFs, improves the approximate power

production of optimal design of NH OSWF for radial collector system by 13.06% and

saves 29.61% area occupation compared to reference NH. Hence, it results in lesser

installation cost.

Comparing results from Table 3.4 and 3.5, it observed that FA-TSP and ACO-TSP
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Figure 3.17: ACO-MTSP and FA-MTSP based optimal design for North Hoyle OSWF
with Jensen wake model

Figure 3.18: Wake formation in optimal design for North Hoyle OSWF
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give lower values for inter-array cable length than the ACO-MTSP and FA-MTSP.

But TSP based design needs the single inter-array cable with higher cross-section

area to interconnect the wind turbines and it results in more power losses in cable.

Additionally, the cost of cable will be higher. In case MTSP based design, multiple

inter-array cables are used with lower cross-section area. The power connection relia-

bility of MTSP based design is higher compared to TSP based designs. The number

of wind turbines Nc that can be connected to the inter-array cable is calculated based

on the current carrying capacity of the cable and rating of a wind turbine and it is

tabulated in Table 3.6. In order to evaluate the Nc value, different cross-sections of

inter-array cables are considered. It includes cable with cross-section of 120 mm2, 185

mm2, and 240 mm2. The inter-array cable length and cable cost reduction of optimal

design for NH with Larsen and Jensen wake models for different cross-section area

of cable with using ACO-MTSP and FA-MTSP are compared in Table 3.7 where the

cable cost reduction is specified in percentage with respect to refernce NH cable cost.

From Table 3.7, it observed that (a) the 185 mm2 cross-section cable is best regarding

cable length and (b) the 120 mm2 cross-section cable is best in terms of cable cost.

Table 3.6: Nc values for various Cross-section area of inter-array cable

Cross-section area of Approximate Number of wind turbines are taken
Inter-array cable value of Nc into account

120 mm2 8 8
185 mm2 11 10
240 mm2 13 12

Table 3.7: Results summary of North Hoyle OSWF designs with different cable cross-
section area

OSWF Wake model Cable cross-section Inter-array cable Inter-array cable
area (mm2) length (km) cost reduction in %

Optimal design
for North Hoyle

Larsen
120 11.630 48.08
185 10.832 39.82
240 11.328 33.70

Jensen
120 11.542 48.47
185 10.895 39.47
240 11.338 33.63
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3.7.3.3 Optimal design for Horns Rev OSWF using ACO-MTSP and FA-

MTSP

Optimal designs for Horns Rev OSWF based on the ACO-MTSP and FA-MTSP

with Larsen and Jensen wake models are shown in Figures 3.19 and 3.20, respectively.

Table 3.8 gives summary of results obtained in terms of inter-array cable length, cable

cost, Vavg, Papr, EA, and CLP values for optimal design of Horns Rev OSWF for radial

collector system based on ACO-MTSP , FA-MTSP, and GA-MTSP.

Figure 3.19: ACO-MTSP and FA-MTSP based optimal design for Horns Rev OSWF with
Larsen wake model

From the Table 3.8, it is observed that (a) the inter-array cable length is 55.28%

with ACO-MTSP and FA-MTSP for a radial collector system compared to reference

HR OSWF and (b) the inter-array cable length is 63.11% with GA-MTSP for a radial

collector system compared to reference HR OSWF. Hence, the ACO and FA-based

optimal models are better than the GA-based models about length of the inter-array

cable. The Levelized production cost index of optimal design of HR OSWF for radial

collector system is reduced by 20.03%. The annual energy yield is improved by

25.05%. The average wind velocity value of optimal design of HR OSWF for radial
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Figure 3.20: ACO-MTSP and FA-MTSP based optimal design for Horns Rev OSWF with
Jensen wake model

Table 3.8: Result summary of Horns Rev OSWF optimal designs

OSWF
Cable
length
(km)

Cable
cost
(k$)

Levelized
production
cost index
($/MWh)

Average
wind
velocity
(pu)

Approximate
power
production
(MW)

Annual
energy
yields
(GWh)

Area
(km2)

Reference
Horns Rev

63.000 16283.000 119.83 0.880 108.887 621.760 19.756

Optimal design
for HR based on
ACO-MTSP

34.824 9000.600
95.83 0.947 135.842 777.500 12.096

Optimal design
for HR based on
FA-MTSP

34.824 9000.600

Optimal design
for HR based on
GA-MTSP

39.779 10281.000
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collector system is improved to 7.61%. The wake loss value of HR OSWF is reduced

by 5.30% using the Jensen wake model. The proposed approaches used in the design

of the optimal OSWFs, improves the approximate power production of optimal design

of HR OSWF for radial collector system to 24.75% and saves 38.77% area occupation

compared to reference HR. Hence, it results in lesser installation cost. The inter-

array cable length and cable cost reduction of optimal design for HR with Larsen and

Jensen wake models for different cross-section area of cable with using ACO-MTSP

and FA-MTSP are compared in Table 3.9 where the cable cost reduction is specified

in percentage with respect to refernce HR cable cost.

Table 3.9: Results summary of Horns Rev OSWF designs with different cable cross-section
area

OSWF Wake model Cable cross-section Inter-array cable Inter-array cable
area (mm2) length (km) cost reduction in %

Optimal design
for Horns Rev

Larsen
120 39.538 49.57
185 35.287 43.99
240 34.607 42.12

Jensen
120 38.864 50.43
185 34.824 44.72
240 34.677 42.01

Table 3.10: Computation time taken by the optimization methods

Method
Computation time (s)
North Hoyle OSWF Horns Rev OSWF

FA-MTSP 10.764 27.958
ACO-MTSP 6.968 26.204
GA-MTSP 33.553 75.976

From Table 3.9, it may be concluded that (a) the 240 mm2 cross-section cable is

good with reference to cable length and (b) the 120 mm2 cross-section cable is better

in terms of cable cost. The computation time of the different optimization methods

used in the study is tabulated in Table 3.10. From Table 3.10, it is observed that the

computation time of the GA-MTSP is high when compared to FA-MTSP and ACO-

MTSP methods. Among the methods, the ACO-MTSP takes much less convergence

time. Hence, ACO-based optimal designs are better designs with respect to cable
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length, cable cost, computation time, and levelized production cost index.

3.8 Summary

In this chapter, new optimization approaches to design optimal electrical collector

system in terms of inter-array cable length and levelized production cost for the

offshore wind farm are proposed which are based on (a) ACO for TSP and MTSP

and (b) FA for TSP and MTSP. The optimization approaches are applied to the

reference OSWFs namely, North Hoyle OSWF and Horns Rev OSWF. The placement

of wind turbines and wake effect on wind turbines are taken into consideration using

Larsen and Jensen wake models while designing the electrical collector system of

the OSWF. Specification of the optimal designs in terms of cable routing, inter-

array cable length, cable cost, Levelized production cost index, average wind velocity,

approximate power production, and area of the OSWF are evaluated. With respect to

reference North Hoyle OSWF, the inter-array cable length of (a) ACO-TSP and FA-

TSP based optimal design for NH OSWF is reduced by 42.61%, (b) ACO-MTSP and

FA-MTSP based optimal design for NH OSWF is reduced by 39.47%, (c) GA-MTSP

based optimal design for NH OSWF is reduced by 34.02%, (d) Levelized production

cost index of the optimal design for NH OSWF is reduced by 11.65%, and (e) Annual

energy yield of the optimal design is raised by 13.18%. With respect to reference Horns

Rev OSWF, the inter-array cable length of (a) ACO-MTSP and FA-MTSP based

optimal design for HR OSWF is reduced by 44.72% (b) GA-MTSP based optimal

design for HR OSWF is reduced by 36.86%, (c) Levelized production cost index of

the optimal design for NH OSWF is reduced by 20.03%, and (d) Annual energy yield

of the optimal design is raised by 25.05%. Hence, the ACO and FA based optimal

designs have given better results compared to GA based optimal designs with regards

of inter-array cable length. The comparative results of ACO-based optimal designs

are quite impressive about computation time and various OSWF outcomes. Thus,

the proposed approaches for optimal designs show promising attributes in comparison

with reference OSWF designs.

Chapter 4 deals with the new controller approach for grid integration of the OSWF

with VSC-HVDC transmission system. The controller is designed to regulate the DC-

link voltage, AC voltage, active, and reactive power. The proposed hybrid controller

approach is developed by adopting the sliding mode control and conventional PI con-
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trol techniques. The mathematical modelling of the VSC-HVDC system is explained.

The dynamic modelling and linearized state space modelling of the conventional con-

troller based VSC-HVDC system and hybrid controller based VSC-HVDC system are

discussed.
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Chapter 4

CONTROLLER DESIGN FOR

GRID-INTEGRATED

OFFSHORE WIND FARM WITH

VSC-HVDC SYSTEM

4.1 Introduction

The OSWFs are located far away from the shore and need a transmission system to

transmit the enormous power in MW. High voltage direct current (HVDC) transmis-

sion system is a better choice compared to a high voltage alternative current trans-

mission system. Advantages of HVDC transmission system as compared to HVAC

transmission systems are given in section 1.1. The HVDC transmission system is

divided as voltage source converter (VSC) based HVDC transmission system and line

commutated converter (LCC) based HVDC transmission system. The benefits of

VSC-HVDC transmission system are: independent active and reactive power control;

voltage support and frequency response capability; quick response to disturbances;

flexible to decoupling the weak and isolated AC system; black start capability; smaller

filter size due to high switching frequency devices; suitable to OSWF applications be-

cause of compact footprint; and no necessity of communication devices.(Korompili

et al., 2016).

The conventional control techniques such as PI and droop control techniques may
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not give a desired response in a non-linear systems due to the limitations in tuning

of gain values for PI control technique (Ahmed et al., 2015) and selection of droop

coefficients for droop control technique. From the mathematical and operation view

point, the grid-integrated OSWFs are highly non-linear systems. Accordingly, the

VSC controller must be a robust and non-linear type which can enhance the transient

stability and performance of the system (Colbia-Vega et al., 2008). The sliding mode

control based controllers can give better performance in case of an abnormal operating

condition such as parametric uncertainties and disturbances (Ahmed et al., 2015). To

overcome the limitations of conventional control techniques, in this chapter authors

propose a hybrid controller which is a combination of sliding mode control (SMC) and

PI control techniques for AC grid integrated OSWF VSC-HVDC system. The OSWF

is integrated to grid using a high voltage direct current transmission system. In this

context, the controller must be capable of controlling AC voltage, DC-link voltage,

reactive power and effective power transfer. The designed controller should provide

the control for the above mentioned parameters. Also, the controller is designed

should have the fault ride through (FRT) capability. Small signal stability analysis

is done for testing the system stability for different test cases.

This chapter is documented as follows: Firstly, the configuration and analytical

model of the VSC-HVDC system is explained, Conventional controller design and

proposed controller design for a wind farm side VSC and grid side VSC are discussed.

Secondly, dynamic modelling of the VSC-HVDC system and an elaboration of the

sliding mode control technique with mathematical equations are discussed. Detailed

explanation on Linearized state-space model of the VSC-HVDC system is discussed

in next section, followed by stability study on the controllers and small signal analysis

on the VSC-HVDC system. Lastly, the simulation results and analysis of the VSC-

HVDC system followed by summary is detailed.

4.2 Configuration of the VSC-HVDC system

The configuration of the grid integrated OSWF through VSC-HVDC transmission

system is shown in Figure 4.1. The wind turbines in the 400 MW OSWF are inter-

connected to 33 kV AC collector bus and it is coupled to wind farm side VSC (WVSC)

through the step-up transformer-1 which is rated as 33/150 kV. Further, the WVSC

and grid side VSC (GVSC) are linked by the 100 km length DC cable. The AC filters
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are placed next to the transformer 1 and preceding the transformer 2. The GVSC

and 400 kV onshore AC grid are connected through the step-up transformer 2 which

is rated as 150/400 kV. The GVSC and WVSC are operated based on the proposed

hybrid controller with PWM technique. The VSC-HVDC system specifications are

tabulated in Table 4.1.

Figure 4.1: Single line diagram of the grid-integrated OSWF with VSC-HVDC transmis-
sion system

Table 4.1: Specifications of VSC-HVDC system

System Specifications Values

OSWF side
Rated power of OSWF 400 MW (1 pu)
Transformer 1 33/150 kVph−ph,rms

DC link
Length 100 km
Capacitor 225 µ F

Grid side
Transformer 2 150/400 kVph−ph,rms
Grid voltage 400 kVph−ph,rms

AC filter
Inductance 16.700 µ H
Capacitance 50.368 µ F
Resistance 0.579 ohms
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4.3 Conventional controller design for VSC-HVDC

system

The design of the conventional controller is based on the PI control technique. The

grid-integrated OSWF with VSC-HVDC link involves the WVSC and GVSC, where

each VSC controller consists of an inner controller and outer controller. The inner

and outer controllers are designed by adopting the PI technique. The inner controller

has to control the AC current tracking the reference output currents provided by

the outer controller. The outer controller of WVSC produces the output signals as

dq component currents i∗ws,d and i∗ws,q. The inner controller of WVSC produces the

output signals as dq component voltages V ∗cs,d and V ∗cs,q. The outputs of the inner

controller is as reference voltage given to PWM generator through the dq to abc

converter. The AC voltage controller performs as an outer controller of WVSC and it

regulates the AC voltage. The conventional controller design of the WVSC is shown

in Figure 4.2.

Figure 4.2: Conventional controller design for wind farm side VSC

The outer controller of GVSC produces the output signals as dq component cur-
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rents i∗wg,d, and i∗wg,q. The inner controller of GVSC produces the output signals as dq

component voltages V ∗cg,d and V ∗cg,q. The output of the inner controller is as reference

voltage given to PWM generator through the dq to abc converter. The DC voltage

and reactive power controllers act as an outer controller of the GVSC and it governs

the DC-link voltage and grid reactive power. The conventional controller design of

the GVSC is shown in Figure 4.3.

Figure 4.3: Conventional controller design for grid side VSC

4.4 Hybrid controller design for VSC-HVDC sys-

tem

The design of the hybrid controller is based on the combination of the conventional PI

and SMC control techniques. It can give effective control to the system by controlling

the parameters such as active power, reactive power, DC-link voltage, AC current, and

AC voltage. The grid-integrated OSWF with VSC-HVDC link involves the WVSC

and GVSC, where each VSC controller consists of an inner and outer controller. The
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inner and outer controllers are designed by adopting the PI and SMC techniques,

respectively. The inner controller has to control the AC current tracking the reference

output currents provided by the outer controller. The outer controller of WVSC

produces the output signals as dq component currents i∗ws,d and i∗ws,q. The inner

controller of WVSC produces the output signals as dq component voltages V ∗cs,d and

V ∗cs,q. The outputs of the inner controller is as reference voltage given to PWM

generator through the dq to abc converter. The AC voltage controller performs as

an outer controller of WVSC and it regulates the AC voltage. The hybrid controller

design of the WVSC is shown in Figure 4.4.

Figure 4.4: Hybrid controller design for wind farm side VSC

The outer controller of GVSC produces the output signals as dq component cur-

rents i∗wg,d, and i∗wg,q. The inner controller of GVSC produces the output signals as dq

component voltages V ∗cg,d and V ∗cg,q. The output of the inner controller is as reference

voltage given to PWM generator through the dq to abc converter. The DC voltage

and reactive power controllers act as an outer controller of the GVSC and it regulates

the DC-link voltage and grid reactive power. The hybrid controller design of the

GVSC is shown in Figure 4.5.
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Figure 4.5: Hybrid controller design for grid side VSC

The VSC-HVDC system modelling is explained in following section. It elaborates

the equations of the VSC, AC fliter, AC source, AC grid, and DC-link system with

circuit diagram.

4.5 VSC-HVDC system modelling

A single line diagram and equivalent diagram of the VSC are shown in Figure 4.6.

The voltage equation across points p and c using KVL is given in (4.1).

(a) Single line diagram (b) Equivalent diagram

Figure 4.6: Single line and equivalent diagram of the VSC
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Vp,abc − Vc,abc = R iabc + L
diabc
dt

(4.1)

Where Vp,abc and Vc,abc are the voltages at point p and c, respectively; iabc is the

current flowing between the points p and c; R is phase resistance; and L is phase

inductance.

The Clarke and park transformation convert the three-phase ac quantities to two-

phase dq quantities. The system control with two-phase quantities is easier than

the three-phase ac quantities. So, the dq frame equations reduce the complexity of

system control. The phase transformation from abc frame to αβ frame of reference

is by Clarke transformation. Apply the Clarke transformation to convert abc to αβ

frame and it is given in (4.2).

Vp,αβ − Vc,αβ = R iαβ + L
diαβ
dt

(4.2)

Where Vp,αβ, Vc,αβ, and iαβ are the αβ components of the Vp,abc, Vc,abc, and iabc,

respectively. The Park transformation is applied to convert αβ to dq frame equations

and those are specified in (4.3).

Vp,αβ = Vp,dq e
jωt

Vc,αβ = Vc,dq e
jωt

iαβ = idqe
jωt

(4.3)

Where Vp,dq, Vc,dq and idq are the dq components of the Vp,abc, Vc,abc, and iabc respec-

tively; and ω is the operating frequency of the AC network. The resultant equation

(4.4) is formed by substituting the (4.3) in (4.2).

Vp,dq e
jωt − Vc,dq ejωt = R idq e

jωt + L
didq
dt

ejωt

= R idq e
jωt + jωLidq e

jωt + ejωt L
didq
dt

(4.4)

Divide the equation (4.4) with ejωt and the resultant equation is given in (4.5).

Vp,dq − Vc,dq = R idq + jωLidq + L
didq
dt

(4.5)
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The equation (4.5) is rearranged as equation (4.6).

L
didq
dt

= Vp,dq − Vc,dq −R idq − jωLidq (4.6)

The individual dq frame equations are given in (4.7)

L
did
dt

= Vp,d − Vc,d −R id + ωLiq

L
diq
dt

= Vp,q − Vc,q −R iq − ωLid
(4.7)

In (4.7), Vp,d and Vp,q are the dq components of the voltage Vp at point p; Vc,d and

Vc,q are the dq components of the voltage Vc at point c; and id and iq are the dq

components of the current iabc.

The DC side equation is formulated by the DC-link voltage VDC , a current flowing

in the DC-link iDC and DC-link capacitance CDC . It is given in (4.8).

CDC
dVDC

dt
= iDC (4.8)

The apparent power exchange S, observed from reference point c in dq reference frame

is stated as (4.9)

S = 1.5Vc,dqi
∗
dq = 1.5(Vc,d + jVc,q)(id − jiq)

= 1.5((Vc,did + Vc,qiq) + j(Vc,qid − Vc,diq))
(4.9)

For steady state operation, AC side active power PAC will be equal to the DC side

power PDC as given in (4.10) assuming converter switches are lossless.

PDC = PAC

VDCiDC = 1.5(Vc,did + Vc,qiq)

iDC =
1.5(Vc,did + Vc,qiq)

VDC

(4.10)

The dq frame equation of (4.8) can be formed using (4.10) and it is stated in (4.11).

CDC
dVDC

dt
=

1.5(Vc,did + Vc,qiq)

VDC
(4.11)
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The circuit diagram AC filter placed at point ps is shown in Figure 4.7. The AC filter

equation is given in (4.12).

Figure 4.7: Circuit diagram of AC filter

Cf
dVps
dt

= ic (4.12)

The dq frame equations of AC filter are formulated using Clarke and Park transfor-

mation and those are stated in (4.13).

Cf
dVps,d

dt
= ωCfVps,q + ic,d

Cf
dVps,q

dt
= −ωCfVps,d + ic,q

(4.13)

Where Cf is the AC filter capacitance; Ltf is the transformer inductance; Vps is the

volatge at the source side point of common coupling ps; Vps,d and Vps,q are the dq

components of the voltage Vps; ic is the current flowing through the AC filter capacitor;

and ic,d and ic,q are the dq components of the current ic.

The wind farm is considered as the AC source. The equivalent AC source circuit

voltage equations are expressed using source voltage Vs, current flow in source circuit

is, source resistance Rs, source reactance Ls, and voltage Vps is given as (4.14).The

equivalent circuit diagram AC source with AC filter is shown in Figure 4.8.

Vs = Rsis + (Ls + Ltf )
dis
dt

+ Vps

(Ls + Ltf )
dis
dt

= Vs − Vps −Rsis

(4.14)

The dq frame equation of (4.14) is formulated using Clarke and Park transformation
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Figure 4.8: Equivalent circuit diagram of AC source with AC filter

and it is given in (4.15).

(Ls + Ltf )
dis,dq

dt
= Vs,dq − Vps,dq −Rsis,dq − jω(Ls + Ltf )is,dq (4.15)

The individual dq frame equations of (4.15) are given in (4.16).

(Ls + Ltf )
dis,d
dt

= Vs,d − Vps,d −Rs is,d + ω(Ls + Ltf )is,q

(Ls + Ltf )
dis,q
dt

= Vs,q − Vps,q −Rs is,q − ω(Ls + Ltf )is,d

(4.16)

Where is,d and is,q are the dq components of the current is. The voltage equation

with respect to AC filter is given in (4.17).

Cf
dVps
dt

= ic = is − iws (4.17)

The individual dq frame equations of (4.17) are given in (4.18).

Cf
dVps,d

dt
= ωCfVps,q + is,d − iws,d

Cf
dVps,q

dt
= −ωCfVps,d + is,q − iws,q

(4.18)

The equivalent grid equations can be designed based on Thevenin’s circuit and it

is expressed using grid voltage Vg, current flow in grid circuit ig, grid resistance Rg,

grid reactance Lg, and voltage Vpg at the grid side point of common coupling is given

as (4.19).The equivalent circuit diagram AC grid with AC filter is shown in Figure 4.9
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Figure 4.9: Equivalent circuit diagram of AC grid with AC filter

Vpg − Vg = Rgig + (Lg + Ltf )
dig
dt

(Lg + Ltf )
dig
dt

= Vpg − Vg −Rgig

(4.19)

The dq frame equation of (4.19) is formulated using Clarke and Park transformation

and it is given in (4.20).

(Lg + Ltf )
dig,dq

dt
= Vpg,dq − Vg,dq −Rgig,dq − jω(Lg + Ltf )ig,dq (4.20)

The individual dq frame equations of (4.20) are given in (4.21).

(Lg + Ltf )
dig,d
dt

= Vpg,d − Vg,d −Rg ig,d + ω(Lg + Ltf )ig,q

(Lg + Ltf )
dig,q
dt

= Vpg,q − Vg,q −Rg ig,q − ω(Lg + Ltf )ig,d

(4.21)

Where Vpg,d and Vpg,q are the dq components of the voltage Vpg; and ig,d and ig,q are

the dq components of the current ig. The voltage equation with respect to AC filter

is given in (4.22).

Cf
dVpg
dt

= ic = iwg − ig (4.22)

The individual dq frame equations of (4.22) are given in (4.23).

Cf
dVpg,d

dt
= ωCfVpg,q + iwg,d − ig,d

Cf
dVpg,q

dt
= −ωCfVpg,d + iwg,q − ig,q

(4.23)

The circuit diagram of the DC-link is shown in Figure 4.10 and the general equa-

tions of the DC-link model are given in (4.24).
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Figure 4.10: Circuit diagram of DC-link

dVDC,i
dt

=
iDC,i −

∑
iij

Ci
dVDC,j

dt
=
−iDC,j +

∑
iij

Cj

Ci = CDC,i + 0.5
∑

Cij

Cj = CDC,j + 0.5
∑

Cij

diij
dt

= −Rij

Lij
iij +

VDC,i − VDC,j
Lij

(4.24)

Where Rij, Lij, and Cij are the resistance, inductance, and capacitance of the DC

line between buses i and j, respectively; VDC,i and iDC,i are the DC voltage and DC

current at ith bus, respectively; VDC,j is the DC voltage at jth bus; CDC,i and CDC,j

are the capacitance of the VSC at ith bus and jth bus, respectively; and Ci and Cj

are the total capacitance at ith bus and jth bus, respectively.

Dynamic modelling of the VSC-HVDC system is explained in following section.

It elaborates the dynamic equations of the PI and SMC based controllers with block

diagram and closed-loop transfer functions. The dynamic modelling of the (a) con-

ventional controller design of the VSC-HVDC system and (b) hybrid controller design

of the VSC-HVDC system are expalined in Section4.6.

4.6 Dynamic modelling of the VSC-HVDC system

The dynamic model diagram of the grid-integrated VSC-HVDC system is shown in

Figure 4.11. It consists of the source model, VSC model, DC-link model and AC

grid model. To simplify the process of developing the system state-space model, the

step-up transformer inductance and AC filter capacitor equation are added to the AC

source and AC grid models. The dynamic equations of the conventional and hybrid

77



controller design of the VSC-HVDC system are explained in the following sections.

Figure 4.11: Dynamic model diagram of the grid-integrated VSC-HVDC system

4.6.1 Dynamic modelling of the conventional controller de-

sign

The conventional controller design of the VSC-HVDC system contains wind farm

side VSC and grid side VSC. The dynamic equations of the WVSC and GVSC are

explained in the following sections.

4.6.1.1 Inner controller of the WVSC

The inner controller of the WVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iws,d and iws,q. The inner controller

of the WVSC generates the dq reference voltages V ∗cs,d and V ∗cs,q. The equation (4.7)

and PI controller are used to develop the AC current controller and the reference

current components i∗ws,d and i∗ws,q are produced from the outer controller of the

WVSC. The dynamic equations of the wind farm side AC current dq components

iws,d and iws,q are formulated using equation (4.7) and it is stated as (4.25).

diws,d
dt

=
−Rws

Lws
iws,d + ωiws,q −

1

Lws
Vcs,d +

1

Lws
Vps,d

diws,q
dt

=
−Rws

Lws
iws,q − ωiws,d −

1

Lws
Vcs,q +

1

Lws
Vps,q

(4.25)
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Where iws,d and iws,q are the dq components of the phase current iws; Rws and Lws are

the phase resistance and inductance, respectively; i∗ws,d and i∗ws,q are reference values

of the iws,d and iws,q, respectively; and Vcs,d and Vcs,q are the dq voltage components

of the Vcs.

The dq current components iws,d and iws,q are controlled by the PI controller. The

output of inner controller are reference converter voltages V ∗cs,d and V ∗cs,q , as shown

in (4.26).

V ∗cs,d = −KPCC (i∗ws,d − iws,d)− EdCC + ωLwsiws,q + Vps,d

V ∗cs,q = −KPCC (i∗ws,q − iws,q)− EqCC − ωLwsiws,d + Vps,q
(4.26)

Where KPCC and KICC are the proportional and integral gains of the AC current

controller, respectively. From (4.25) and (4.26), the dynamic equations of the dq

current components can be formed as given in (4.27).

diws,d
dt

= −
(
KPCC +Rws

Lws

)
iws,d +

KPCC

Lws
i∗ws,d +

1

Lws
EdCC

diws,q
dt

= −
(
KPCC +Rws

Lws

)
iws,q +

KPCC

Lws
i∗ws,q +

1

Lws
EqCC

(4.27)

Where EdCC and EqCC are auxiliary states of the AC current controller as stated in

(4.28).

dEdCC
dt

= KICC (i∗ws,d − iws,d)

dEqCC
dt

= KICC (i∗ws,q − iws,q)
(4.28)

In VSC-HVDC system, the AC side and DC side of the VSCs are interconnected

and here converter switches are lossless. Hence, the DC power is equal to the AC

active power with subtracting the losses in phase resistance as given in (4.29).

VDCiDC = 1.5(Vps,diws,d + Vps,qiws,q)− i2ws,dRws − i2ws,qRws

iDC =
1.5(Vps,diws,d + Vps,qiws,q)− i2ws,dRws − i2ws,qRws

VDC

(4.29)

The block diagram of an AC current controller is shown in Figure 4.12. In Figure 4.12,

GPI,CC , GC , GI , GCC , and H are the transfer functions of PI block for AC current
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Figure 4.12: Block diagram of the AC current controller

controller, a control delay block, an inverter block, an AC current control block, and

sampling block, respectively. The transfer functions are given in (4.30).

GPI,CC = KPCC +
KICC

s

GC =
1

1 + sTs

GI =
1

1 + sTsw
2

GCC =
1

sL

H =
1

1 + sTs
2

(4.30)

Where Tsw = 1/fsw, fsw is the switching frequency, Ts is the sampling time Ts = 1/fs,

and fs is the sampling frequency. The closed-loop transfer function of the AC current

controller TFCC can be derived from (4.30) and it is given in (4.31)

TFPI,CC =
GPI,CC ∗GC ∗GI ∗GCC

1 +GPI,CC ∗GC ∗GI ∗GCC ∗H
(4.31)

4.6.1.2 Outer controller of the WVSC

The outer controller of the WVSC controller is the AC voltage controller. It controls

the AC voltage and generates the reference decoupled currents i∗ws,d and i∗ws,q for the

inner controller of the WVSC. The dynamic equations of the PI based AC voltage

controller are explained in the following section.
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4.6.1.2.1 PI based AC voltage controller

The AC voltage controller is operated as an outer controller for wind farm side VSC

and it is developed based on the PI control for the conventional model. Equation

(4.13) and PI controller equations are used to develop the AC voltage controller. It

provides the reference dq component currents to the inner controller. The dynamic

equations of the PI based AC voltage controller are explained in (4.32).

i∗ws,d = KPAC (V ∗ps,d − Vps,d) + EdAC + ωCfVps,q + is,d

i∗ws,q = KPAC (V ∗ps,q − Vps,q) + EqAC − ωCfVps,d + is,q
(4.32)

Where KPAC and KIAC are the proportional and integral gains of the AC voltage con-

troller; and EdAC and EqAC are auxiliary states of the PI based AC voltage controller

as stated in (4.33).

dEdAC
dt

= KIAC (V ∗ps,d − Vps,d)

dEqAC
dt

= KIAC (V ∗ps,q − Vps,q)
(4.33)

The block diagram of PI based AC voltage controller is given in Figure 4.13.

Figure 4.13: Block diagram of the PI based AC voltage controller

In Figure 4.13, GAC is the transfer function of the AC voltage control block and it

is given as (4.34); and GPI,AC is the transfer function of the PI block for AC voltage

controller and it is given as (4.35);

GAC =
1

sCf
(4.34)
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GPI,AC = KPAC +
KIAC

s
(4.35)

The closed-loop transfer function of the PI based AC voltage controller TFPI,AC can

be derived from (4.51), 4.34), and (4.35). It is stated as (4.36).

TFPI,AC =
GPI,AC ∗GC ∗GAC

1 +GPI,AC ∗GC ∗GAC ∗H
(4.36)

4.6.1.3 Inner controller of the GVSC

The inner controller of the GVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iwg,d and iwg,q. The inner controller

of the GVSC generates the dq reference voltages V ∗cg,d and V ∗cg,q. The equation (4.7)

and PI controller are used to develop the AC current controller and the reference

current components i∗wg,d and i∗wg,q are produced from the outer controller of the

GVSC. The dynamic equations of the grid side AC current dq components iwg,d and

iwg,q are formulated using equation (4.7) and it is stated as (4.37).

diwg,d
dt

=
−Rwg

Lwg
iwg,d + ωiwg,q −

1

Lwg
Vcg,d +

1

Lwg
Vpg,d

diwg,q
dt

=
−Rwg

Lwg
iwg,q − ωiwg,d −

1

Lwg
Vcg,q +

1

Lwg
Vpg,q

(4.37)

Where iwg,d and iwg,q are the dq components of the phase current iwg; Rwg and Lwg are

the phase resistance and inductance, respectively; i∗wg,d and i∗wg,q are reference values

of the iwg,d and iwg,q, respectively; and Vcg,d and Vcg,q are the dq voltage components

of the Vcg.

The dq current components iwg,d and iwg,q are controlled by the PI controller. The

output of inner controller are reference converter voltages V ∗cg,d and V ∗cg,q , as shown

in (4.38).

V ∗cg,d = −KPCC (i∗wg,d − iwg,d)− EdgCC + ωLwgiwg,q + Vpg,d

V ∗cg,q = −KPCC (i∗wg,q − iwg,q)− EqgCC − ωLwgiwg,d + Vpg,q
(4.38)

From (4.37) and (4.38), the dynamic equations of the dq current components can
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be formed as given in (4.39).

diwg,d
dt

= −
(
KPCC +Rwg

Lwg

)
iwg,d +

KPCC

Lwg
i∗wg,d +

1

Lwg
EdgCC

diwg,q
dt

= −
(
KPCC +Rwg

Lwg

)
iwg,q +

KPCC

Lwg
i∗wg,q +

1

Lwg
EqgCC

(4.39)

Where iwg,d and iwg,q are the dq components of the phase current iwg; Rwg and Lwg are

the phase resistance and inductance, respectively; i∗wg,d and i∗wg,q are reference values

of the iwg,d and iwg,q, respectively; Vcg,d and Vcg,q are the dq voltage components of the

Vcg; and EdgCC and EqgCC are auxiliary states of the AC current controller as stated

in (4.40).

dEdgCC
dt

= KICC (i∗wg,d − iwg,d)

dEqgCC
dt

= KICC (i∗wg,q − iwg,q)
(4.40)

In VSC-HVDC system, the AC side and DC side of the VSCs are interconnected and

here converter switches are used to be lossless. Hence, the DC power is equal to the

AC active power with subtracting the losses in phase resistance as given in (4.41).

iDC =
1.5(Vpg,diwg,d + Vpg,qiwg,q)− i2wg,dRwg − i2wg,qRwg

VDC
(4.41)

4.6.1.4 Outer controller of the GVSC

The DC voltage and reactive power controller are act as the outer controllers of the

GVSC. The outer controller of GVSC regulates the DC voltage and reactive power.

It generates the reference decoupled currents i∗wg,d and i∗wg,q for the inner controller

of the GVSC. The dynamic equations of the PI based DC voltage controller and PI

based reactive power controller are explained in the following sections.

4.6.1.4.1 PI based DC voltage controller

The DC voltage controller is operated as one of the outer controllers for grid side

VSC and it is developed based on the PI control for the conventional controller. It

regulates the DC-link voltage. The stable DC link voltage ensures the steady power

flow between the VSCs and it provides the reference i∗wg,d value to the inner controller.
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The dynamic equations of the PI based DC voltage controller are given in (4.42).

i∗wg,d = KPDC (V ∗DC − VDC) + EDC

dEDC
dt

= KIDC (V ∗DC − VDC)
(4.42)

Where KPDC and KIDC are the proportional and integral gains of the AC voltage

controller; V ∗DC is the reference of the VDC ; and EDC are auxiliary state of the PI

based DC voltage control. The block diagram of the PI based DC voltage controller

is shown in Figure 4.14.

Figure 4.14: Block diagram of the PI based DC voltage controller

In Figure 4.14, GDC is the transfer function of the DC voltage control block and it

is given as (4.43); and GPI,DC is the transfer function of the PI block for DC voltage

controller and it is given as (4.44)

GDC =
1

sCDC
(4.43)

GPI,DC = KPDC +
KIDC

s
(4.44)

The closed-loop transfer function of the PI based DC voltage controller TFPI,DC can

be derived from (4.30), (4.43), and (4.44). It is stated as (4.45)

TFPI,DC =
GPI,DC ∗GC ∗GDC

1 +GPI,DC ∗GC ∗GDC ∗H
(4.45)
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4.6.1.4.2 PI based reactive power controller

The reactive power controller regulates the reactive power and it generates the ref-

erence i∗wg,q to the inner controller. The i∗wg,q is achieved by the instantaneous power

equations as given in (4.46).

P = Vpg,dig,d + Vpg,qig,q

Q = Vpg,qig,d − Vpg,dig,q
(4.46)

Where P and Q are the active and reactive power, respectively; and ig,d and ig,q are

the reference dq components of the grid current ig. The reference quadratic current

i∗wg,q is expressed in (4.47).

i∗wg,q = i∗g,q =
PVpg,q −QVpg,d
V 2
pg,d + V 2

pg,q

(4.47)

The dynamic equations of the PI based reactive power controller are given in (4.48).

i∗wg,q = −KPQ (Q∗ −Q) + EQ

dEQ
dt

= −KIQ (Q∗ −Q)
(4.48)

Where EQ is auxiliary state of the PI based reactive power controller.

4.6.2 Sliding mode control

V. Utkin introduced the sliding mode control technique in the early 1950s. It is a non-

linear control technique which is used to design a robust controller for complex higher

order non-linear systems working at different operating situations. Sliding mode con-

trol is highly insensitive to fluctuations of parameters, has a quick response, provides

robustness and disturbance elimination. The high-frequency oscillations may arise in

the control process which is replicated in the actual system performance, and this

is called as chattering effect. For high-frequency applications, sliding mode control

may not be suitable due to the chattering effect. The continuous functions such as

hyperbolic tangent, Signum, and saturation functions are considered to mitigate the

chattering effect and to improve the system stability (Ramadan et al., 2012). The

analytical model of sliding mode control is explained as follows (Tan et al., 2011):
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The sliding surface Ss is the function of the sliding coefficient α and an error signal

e as expressed in equation (4.49).

Ss = αe+ ė

e = x∗ − x
(4.49)

The discontinuous control action τc is given in equation (4.50).

τc = K tanh
Ss
φ

(4.50)

Where K is the sliding gain constant and φ is the boundary layer thickness. The

SMC block transfer function GSMC can be expressed using equations (4.49)-(4.50)

and it is given in (4.51).

GSMC =
K

φ
[
α

s
+ 1] (4.51)

4.6.3 Dynamic modelling of the hybrid controller design

The hybrid controller design of the VSC-HVDC system contains wind farm side VSC

and grid side VSC. The dynamic equations of the WVSC and GVSC are explained

in the following sections.

4.6.3.1 Inner controller of the WVSC

The inner controller of the WVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iws,d and iws,q. It generates the

dq reference voltages V ∗cs,d and V ∗cs,q. The equation (4.7) and PI controller are used

to develop the AC current controller and the reference current components i∗ws,d and

i∗ws,q are produced from the outer controller of the WVSC. The dynamic equations of

the WVSC inner controller model are explained in the section 4.6.1.1.

4.6.3.2 Outer controller of the WVSC

The AC voltage controller performs as the outer controller of WVSC. It controls

the AC voltage and generates the reference decoupled currents i∗ws,d and i∗ws,q for the

inner controller of the WVSC. The dynamic equations of the SMC based AC voltage

controller are explained in the following section.
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4.6.3.2.1 SMC based AC voltage controller

The AC voltage controller is developed based on the SMC method for the hybrid

controller. The equation (4.13) and SMC equation (4.51) are used to develop the

AC voltage controller and it provides the reference dq component currents to the

inner controller. The dynamic equations of the SMC based AC voltage controller are

explained in (4.52).

i∗ws,d =
KAC

φAC
(V ∗ps,d − Vps,d) + EdsAC + ωCfVps,q + is,d

i∗ws,q =
KAC

φAC
(V ∗ps,q − Vps,q) + EqsAC − ωCfVps,d + is,q

(4.52)

Where KAC , αAC , and φAC are the switch gain, sliding coefficient, and boundary

layer thickness of the AC voltage controller, respectively; and EdsAC and EqsAC are

auxiliary states of the SMC based AC voltage controller as stated in (4.53).

dEdsAC
dt

=
KAC

φAC
αAC(V ∗ps,d − Vps,d)

dEqsAC
dt

=
KAC

φAC
αAC(V ∗ps,q − Vps,q)

(4.53)

The block diagram of SMC based AC voltage controller is given in Figure 4.15.

Figure 4.15: Block diagram of the SMC based AC voltage controller

In Figure 4.15, GSMC,AC is the transfer function of the SMC block for AC voltgae

controller and it is shown in (4.54).

GSMC,AC =
KAC

φAC
[
αAC
s

+ 1] (4.54)
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The closed-loop transfer function of the SMC based AC voltage controller TFSMC,AC

can be derived from (4.30), (4.34), and (4.54). It is stated as (4.55).

TFSMC,AC =
GSMC,AC ∗GC ∗GAC

1 +GSMC,AC ∗GC ∗GAC ∗H
(4.55)

4.6.3.3 Inner controller of the GVSC

The inner controller of the GVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iwg,d and iwg,q. It generates the

dq reference voltages V ∗cg,d and V ∗cg,q. The equation (4.7) and PI controller are used

to develop the AC current controller and the reference current components i∗wg,d and

i∗wg,q are produced from the outer controller of the GVSC. The dynamic equations of

the GVSC inner controller model are explained in section 4.6.1.3.

4.6.3.4 Outer controller of the GVSC

The DC voltage and reactive power controller are act as the outer controllers of the

GVSC. The outer controller of GVSC regulates the DC voltage and reactive power.

It generates the reference decoupled currents i∗wg,d and i∗wg,q for the inner controller of

the GVSC. The SMC discontinuous control action τc includes the continuous function

and it mitigates the chattering effect due to high-frequency oscillations of the system

parameters. The dynamic equations of the SMC based DC voltage controller and

SMC based reactive power controller are explained in the following sections.

4.6.3.4.1 SMC based DC voltage controller

The DC voltage control for the hybrid controller is designed based on the SMC method

and it controls the DC-link voltage. The dynamic equations of the SMC based DC

voltage controller are given in (4.56).

i∗wg,d =
KDC

φDC
(V ∗DC − VDC) + EsDC

dEsDC
dt

=
KDC

φDC
αDC(V ∗DC − VDC)

(4.56)

Where KDC , αDC , and φDC are the switch gain, sliding coefficient, and boundary layer

thickness of the DC voltage controller, respectively; and EsDC are auxiliary state of
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the SMC based DC voltage controller. The block diagram of the SMC based DC

voltage controller is shown in Figure 4.16. In Figure 4.16, GSMC,DC is the transfer

Figure 4.16: Block diagram of the SMC based DC voltage controller

function of the SMC block for DC voltage controller and it is given as (4.57).

GSMC,DC =
KDC

φDC
[
αDC
s

+ 1] (4.57)

The closed-loop transfer function of the SMC based DC voltage controller TFSMC,DC

can be derived from (4.30), (4.43), and (4.57). It is stated as (4.58)

TFSMC,DC =
GSMC,DC ∗GC ∗GDC

1 +GSMC,DC ∗GC ∗GDC ∗H
(4.58)

4.6.3.4.2 SMC based reactive power controller

The dynamic equations of the SMC based reactive power controller are given in (4.59).

i∗wg,q =
−KQ (Q∗ −Q)

φQ
+ EsQ

dEsQ
dt

=
−KQαQ(Q∗ −Q)

φQ

(4.59)

Where EsQ is auxiliary state of the SMC based reactive power controller.

4.6.4 Dynamic model of the AC grid

The dynamic equations of the AC grid model are formulated using (4.21). To simply

the process of developing the system state-space model, the grid side transformer

inductance Ltf2 is added to AC grid model. So, total inductance is equal to Lg+Ltf2.
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The dynamic equations of the ig,d and ig,q are given in (4.60).

dig,d
dt

=

(
−Rg ig,d
Lg + Ltf2

)
+ ωig,q −

(
Vg,d − Vpg,d
Lg + Ltf2

)

dig,q
dt

=

(
−Rg ig,q
Lg + Ltf2

)
− ωig,d −

(
Vg,q − Vpg,q
Lg + Ltf2

) (4.60)

Where the dq voltage components Vpg,d and Vpg,q are formulated using (4.23)) and it

stated as in (4.61).

dVpg,d
dt

=
(iwg,d − ig,d)

Cf
+ ωVpg,q

dVpg,q
dt

=
(iwg,q − ig,q)

Cf
− ωVpg,d

(4.61)

4.6.5 Dynamic model of the AC source

The dynamic equations of the AC source model are formulated using (4.16). To simply

the process of developing the system state-space model, the source side transformer

inductance Ltf1 is added to AC source model. So, total inductance is equal to Ls +

Ltf1. The dynamic equations of the is,d and is,q are given in (4.62).

dis,d
dt

=

(
−Rs is,d
Ls + Ltf1

)
+ ωis,q +

(
Vs,d − Vps,d
Ls + Ltf1

)

dis,q
dt

=

(
−Rs is,q
Ls + Ltf1

)
− ωis,d +

(
Vs,q − Vps,q
Ls + Ltf1

) (4.62)

Where the dq voltage components Vps,d and Vps,q are formulated using (4.18)) and it

stated as in (4.63).

dVps,d
dt

=
(is,d − iws,d)

Cf
+ ωVps,q

dVps,q
dt

=
(is,q − iws,q)

Cf
− ωVps,d

(4.63)
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4.6.6 Dynamic model of the DC-link

The dynamic equations of the DC-link model for two terminal VSC-HVDC system

can be expressed from (4.24) and as given in (4.64).

dVDC,1
dt

=
iDC,1 − i12

C1

dVDC,2
dt

=
i12 − iDC,2

C2

di12
dt

= −R12

L12

i12 +
VDC,1 − VDC,2

L12

(4.64)

Where VDC,1 and VDC,2 are the DC voltage at buses 1 and 2, respectively; iDC,1 and

iDC,2 are the DC currents at buses 1 and 2, respectively; CDC,1 and CDC,2 are the

capacitance of the VSC at buses 1 and 2, respectively; and R12, L12, and C12 are

the resistance, inductance, and capacitance of the DC line between buses 1 and 2,

respectively. The total capacitances of each bus side C1 and C2 are given as (4.65).

C1 = CDC,1 + 0.5C12

C2 = CDC,2 + 0.5C12

(4.65)

4.7 Linearized state-space modelling

The grid-integrated OSWF through VSC-HVDC systems are complex and it has

multiple inputs and outputs. The system representation with differential equations

or transfer functions turns to be complex. So, the state-space modeling is applied

to reduce the complexity of system representation. The linearized system can be

designed by the state-space model. The state space representation of a system replaces

an nth order differential equation with a single first order matrix differential equation.

The genarlized state-space model equations are mentioned as in (4.66). The state

equation is expressed in terms of the state vector x, system matrix A, input vector

u, and system input matrix B. The output equation is stated in terms of the output

vector y, output matrix C, and the transmission or feed-forward matrix D.

ẋ = Ax+Bu

y = Cx+Du
(4.66)
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The eigenvalues of the system matrix signify the poles of the system which decide the

system stability. The eigenvalues can be calculated from the characteristic equation

as shown in (4.67).

|λI − A| = 0 (4.67)

Where I is the identity matrix and λ is the eigenmatrix of A.

4.7.1 Linearized state-space model of the VSC-HVDC sys-

tem with conventional controller

The linearized state-space model of the VSC-HVDC transmission system with con-

ventional controller is formulated from the dynamic equations of the PI based VSC-

HVDC system. To make the state-space system model simple and easy, the PI based

VSC-HVDC system model is divided into wind farm side VSC model, grid side VSC

model and DC-link model.

4.7.1.1 State-space model of the conventional controller based wind farm

side VSC model

The conventional controller based wind farm side VSC model is the combination of

the inner and outer controllers. Here, the inner controller and outer controller are

designed based on PI control technique. The linearized state-space model of the

current controller and AC voltage controller models are explained in the following

sections.

4.7.1.1.1 State-space model of PI based WVSC inner controller

The current controller is operated as an inner controller for wind farm side VSC. The

linearized state-space model of PI based WVSC inner controller can be developed

from the equations (4.25)-(4.29) and it is given in (4.68).

ẋi = Aixi +Biauca +Biducd +Biruir

yia = Ciaxi +Dia1uca +Did1ucd +Dir1uir

yid = Cidxi +Dia2uca +Did2ucd +Dir2uir

(4.68)
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Where xi =
[
iws,d iws,q EdCC EqCC

]T
; uca =

[
is,d is,q Vps,d Vps,q

]T
; ucd =

VDC ;uir =
[
i∗ws,d i∗ws,q

]T
; yia =

[
iws,d iws,q

]T
; yid = iDC ; and the state matri-

ces of the PI based WVSC inner controller are given as below,

Ai =


−(Rws+KPCC )

Lws
0 1

Lws
0

0
−(Rws+KPCC )

Lws
0 1

Lws

KICC 0 0 0

0 KICC 0 0

 ; Bia = 04,4; Bid = 04,1;

Cia =

[
1 0 0 0

0 1 0 0

]
; Bir =


KPCC
Lws

0

0
KPCC
Lws

−KICC 0

0 −KICC

 ; Cid =
[
1.5 Vps,d
VDC

1.5 Vps,q
VDC

0 0
]

;

Dia1 = 02,4;Dia2 = 01,4;Dir1 = 02,2;Dir1 = 01,2;Did1 = 02,1;Did2 =
[
−(i2ws,d+i

2
ws,q)Rws

V 2
DC

]

4.7.1.1.2 State-space model of PI based WVSC outer controller

The AC voltage controller based on PI control is operated as outer controller for wind

farm side VSC. The linearized state-space model of PI based WVSC outer controller

can be developed from the equations (4.32) and (4.33). It is given in (4.69).

ẋo = Aoxo +Boauca +Boducd +Boruir

yo = Coxo +Doauca +Doducd +Doruir
(4.69)

Where xo =
[
EdAC EqAC

]T
; uir =

[
Vps,d Vps,q

]T
; yo =

[
i∗ws,d i∗ws,q

]T
; and the state

matrices of the PI based WVSC outer controller are given as below,

Ao = 02,2; Boa =

[
0 0 KIAC 0

0 0 0 KIAC

]
; Bod = Dod = 02,1; Co = I2;

Bor =

[
−KIAC 0

0 −KIAC

]
; Doa =

[
1 0 KPAC ωCf

0 1 −ωCf KPAC

]
; Dor =

[
−KPAC 0

0 −KPAC

]
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4.7.1.1.3 Complete converter model of the conventional WVSC

The complete converter model of the conventional WVSC is the cascaded model of

the PI based WVSC inner controller and PI based WVSC outer controller. To derive

the complete converter model, replace uir = yo in (4.68). The resultant state-space

equations of the WVSC complete converter model are stated as (4.70).

ẋc = Acxc +Bcauca +Bcducd +Bcrucr

yca = Ccaxc +Dca1uca +Dcd1ucd +Dcr1ucr

ycd = Ccdxc +Dca2uca +Dcd2ucd +Dcr2ucr

(4.70)

Where xc =
[
xi xo

]T
and the complete converter model of the conventional WVSC

state matrices are given as below,

Ac =

[
Ai BirCo

02,4 Ao

]
; Bca =

[
Bia +BirDoa

Boa

]
; Bcd =

[
Bid +BirDod

Bod

]
;

Bcr =

[
BirDor

Bor

]
; Cca =

[
Cia Dir1Co

]
; Ccd =

[
Cid Dir2Co

]
;

Dca1 =
[
Dia1 +Dir1Doa

]
;Dcd1 =

[
Did1 +Dir1Dod

]
; Dcr1 =

[
Dir1Dor

]
;

Dca2 =
[
Dia2 +Dir2Doa

]
;Dcd2 =

[
Did2 +Dir2Dod

]
; Dcr2 =

[
Dir2Dor

]
Where Ai, Bia, Bid, Bir, Cia, Cid, Dia1, Did1, Dir1, Dia2, Did2, and Dir2 are state

matrices of the equation (4.68). Ao, Boa, Bod, Bor, Co, Doa, Dod, and Dor are state

matrices of the equation (4.69).

4.7.1.1.4 AC source model

The linearized state-space model of the AC source can be developed from the equa-

tions (4.62) and (4.63). It is given in (4.71).

ẋs = Asxs +Bsus

ys = Csxs
(4.71)
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Where xs =
[
is,d is,q Vps,d Vps,q

]T
; ys =

[
is,d is,q Vps,d Vps,q

]T
;

us =
[
iws,d iws,q Vs,d Vs,q

]T
; and the AC source state matrices are given as below,

As =


−Rs

Ls+Ltf1
ω −1

Ls+Ltf1
0

−ω −Rs
Ls+Ltf1

0 −1
Ls+Ltf1

1
Cf

0 0 ω

0 1
Cf

−ω 0

 ; Bs =


0 0 1

Ls+Ltf1
0

0 0 0 1
Ls+Ltf1

−1
Cf

0 0 0

0 −1
Cf

0 0

 ; Cs = I4

4.7.1.1.5 Total WVSC system model with conventional controller

The total WVSC system model with conventional controller is the cascaded model

of the AC source model and complete converter model of the WVSC. To derive the

total WVSC system model with conventional controller, replace us = yca in (4.71)

and substitute uca = Cs xs in the resulting expression and in (4.70). The resultant

state-space equations of the total WVSC system model with conventional controller

are stated as (4.72).

ẋsc = Ascxsc +Bscducd +Bscruscr

yscd = Cscdxsc +Dscducd +Dscruscr
(4.72)

Where xsc =
[
xc xs

]T
; yscd =

[
iDC

]
; uscr =

[
Vps,d Vps,q

]T
; and the state matrices

of the total WVSC system model with conventional controller are given as below,

Asc =

[
Ac BcaCs

BsCca As +BsDca1Cs

]
; Bscd =

[
Bcd

BsDcd1

]
;

Bscr =

[
Bcr

BsDcr1

]
; Cscd =

[
Ccd 01,4

]
; Dscd = Dcd2; Dscr = Dcr2

Where Ac, Bca, Bcd, Bcr, Cca, Ccd, Dca1, Dcd1, Dcr1, Dca2, Dcd2, and Dcr2 are state

matrices of the equation (4.70). As, Bs, and Cs are state matrices of the equation

(4.71).
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4.7.1.2 State-space model of the conventional controller based grid side

VSC model

The conventional controller based grid side VSC model is the combination of the inner

and outer controllers. Here, the inner and outer controllers are designed based on PI

control technique. The linearized state-space model of the inner and outer controller

models are explained in the following sections.

4.7.1.2.1 State-space model of PI based GVSC inner controller

The current controller is operated as an inner controller for grid side VSC. The lin-

earized state-space model of PI based GVSC inner controller can be developed from

the equations (4.39)-(4.41) and it is given in (4.73).

ẋig = Aigxig +Biagucag +Bidgucdg +Birguirg

yiag = Ciagxig +Diag1ucag +Didg1ucdg +Dirg1uirg

yidg = Cidgxig +Diag2ucag +Didg2ucdg +Dirg2uirg

(4.73)

Where xig =
[
iwg,d iwg,q EdgCC EqgCC

]T
; ucag =

[
ig,d ig,q Vpg,d Vpg,q

]T
; ucdg =

VDC ;uirg =
[
i∗wg,d i∗wg,q

]T
; yiag =

[
iwg,d iwg,q

]T
; yidg = iDC ; and the state matrices

of the PI based GVSC inner controller are given as below,

Aig =


−(Rwg+KPCC )

Lwg
0 1

Lwg
0

0
−(Rwg+KPCC )

Lwg
0 1

Lwg

KICC 0 0 0

0 KICC 0 0

 ; Biag = 04,4; Bid = 04,1;

Ciag =

[
1 0 0 0

0 1 0 0

]
;Birg =


KPCC
Lwg

0

0
KPCC
Lwg

−KICC 0

0 −KICC

 ; Cidg =
[
1.5 Vpg,d
VDC

1.5 Vpg,q
VDC

0 0
]

;

Diag1 = 02,4;Diag2 = 01,4;Dirg1 = 02,2;Dirg2 = 01,2;Didg1 = 02,1;Didg2 =
[
−(i2wg,d+i

2
wg,q)Rwg

V 2
DC

]
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4.7.1.2.2 State-space model of PI based GVSC outer controller

The PI based DC voltage controller and PI based reactive power controller are op-

erated as outer controller for grid side VSC. The linearized state-space model of PI

based GVSC outer controller can be developed from the equations (4.42) and (4.48).

It is given in (4.74).

ẋog = Aogxog +Boaguca +Bodgucd +Borguir

yog = Cogxog +Doaguca +Dodgucd +Dorguor
(4.74)

Where xog =
[
EDC EQ

]T
; uca =

[
V ∗DC Q∗

]T
; uir =

[
VDC Q

]T
; yog =

[
iwg,d iwg,q

]T
;

and matrices of the PI based GVSC outer controller are given as below,

Aog = 02,2; Boag =

[
KIDC 0

0 −KIQ

]
; Bodg = Dodg = 02,1; Cog = I2;

Borg =

[
−KIDC 0

0 KIQ

]
; Doag =

[
KPDC 0

0 −KPQ

]
; Dorg =

[
−KPDC 0

0 KPQ

]

4.7.1.2.3 Complete converter model of the conventional GVSC

The complete converter of the conventional GVSC model is the cascaded model of

the PI based GVSC inner controller and PI based GVSC outer controller. To derive

the complete converter model, replace uirg = yog in (4.73). The resultant state-space

equations of the GVSC complete converter model are stated as (4.75).

ẋcg = Acgxcg +Bcaguca +Bcdgucd +Bcrgucr

ycag = Ccagxcg +Dcag1uca +Dcdg1ucd +Dcrg1ucr

ycdg = Ccdgxcg +Dcag2uca +Dcdg2ucd +Dcrg2ucr

(4.75)

Where xcg =
[
xig xog

]T
and the complete converter of the conventional GVSC model

state matrices are given as below,
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Acg =

[
Aig BirgCog

02,4 Aog

]
; Bcag =

[
Biag +BirgDoag

Boag

]
; Bcdg =

[
Bidg +BirgDodg

Bodg

]
;

Bcrg =

[
BirgDorg

Borg

]
; Ccag =

[
Ciag Dirg1Cog

]
; Ccdg =

[
Cidg Dirg2Cog

]
;

Dcag1 =
[
Diag1 +Dirg1Doag

]
;Dcdg1 =

[
Didg1 +Dirg1Dodg

]
; Dcrg1 =

[
Dirg1Dorg

]
;

Dcag2 =
[
Diag2 +Dirg2Doag

]
;Dcdg2 =

[
Didg2 +Dirg2Dodg

]
; Dcrg2 =

[
Dirg2Dorg

]
Where Aig , Biag , Bidg , Birg , Ciag , Cidg , Diag1 , Didg1 , Dirg1 , Diag2 , Didg2 , and Dirg2 are

state matrices of the equation (4.73). Aog , Boag , Bodg , Borg , Cog , Doag , Dodg , and Dorg

are state matrices of the equation (4.74).

4.7.1.2.4 AC grid model

The linearized state-space model of the AC grid can be developed from the equations

(4.60) and (4.61). It is given in (4.76).

ẋg = Agxg +Bgug

yg = Cgxg
(4.76)

Where xg =
[
ig,d ig,q Vpg,d Vpg,q

]T
; yg =

[
ig,d ig,q Vpg,d Vpg,q

]T
;

us =
[
iwg,d iwg,q Vg,d Vg,q

]T
; and the AC grid state matrices are given as below,

Ag =


−Rg

Lg+Ltf2
ω 1

Lg+Ltf2
0

−ω −Rg
Lg+Ltf2

0 1
Lg+Ltf2

−1
Cf

0 0 ω

0 −1
Cf

−ω 0

 ; Bg =


0 0 −1

Lg+Ltf2
0

0 0 0 −1
Lg+Ltf2

1
Cf

0 0 0

0 1
Cf

0 0

 ; Cg = I4

4.7.1.2.5 Total GVSC system model with conventional controller

The total GVSC system model with conventional controller is the cascaded model

of the AC grid model and complete converter model of the GVSC. To derive the

total GVSC system model with conventional controller, replace ug = ycag in (4.76)
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and substitute uca = Cg xg in the resulting expression and in (4.75). The resultant

state-space equations of the total GVSC system model with conventional controller

are stated as (4.77).

ẋgc = Agcxgc +Bgcducd +Bgcrugcr

ygcd = Cgcdxgc +Dgcducd +Dgcrugcr
(4.77)

Where xgc =
[
xcg xg

]T
; ygcd =

[
iDC

]
; ugcr =

[
VDC Q

]T
; and the state matrices

of the total GVSC system model with conventional controller are given as below,

Agc =

[
Acg BcagCg

BgCcag Ag +BgDcag1Cg

]
; Bgcd =

[
Bcdg

BgDcdg1

]
;

Bgcr =

[
Bcrg

BgDcrg1

]
; Cgcd =

[
Ccdg 01,4

]
;

Dgcd = Dcdg2 ; Dgcr = Dcrg2

Where Acg , Bcag , Bcdg , Bcrg , Ccag , Ccdg , Dcag1 , Dcdg1 , Dcrg1 , Dcag2 , Dcdg2 , and Dcrg2 are

state matrices of the equation 4.75. Ag, Bg, and Cg are state matrices of the equation

4.76.

4.7.1.3 DC-link model

The linearized state-space model of the DC-link can be developed from the equations

(4.64) and (4.65). It is given in (4.78).

ẋdc = Adcxdc +Bdc1udc1 +Bdc2udc2

ydc1 = Cdc1xdc

ydc2 = Cdc2xdc

(4.78)

Where xdc =
[
i12 VDC,1 VDC,2

]T
; udc1 = iDC,1; udc2 = iDC,2; ydc1 = VDC,1; and

ydc2 = VDC,2and the DC-link model state matrices are given as below,
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Adc =


−R12

L12

1
L12

−1
L12

−1
C1

0 0
1
C2

0 0

 ; Bdc1 =

 0
1
C1

0

 ; Bdc2 =

 0

0
−1
C2

 ; Cdc1 =
[
0 1 0

]
; Cdc2 =

[
0 0 1

]

4.7.1.4 Total VSC-HVDC system with conventional controller

The total VSC-HVDC system with conventional controller model is the cascaded

model of the total WVSC system model with conventional controller, total GVSC

system model with conventional controller and DC-link model. To derive the total

VSC-HVDC system model, replace udc1 = ygcd and udc2 = yscd in (4.78). The resultant

state-space equations of the VSC-HVDC system with conventional controller model

are stated as (4.79).

ẋsys = Asysxsys +Bsysusys

ysys = Csysxsys
(4.79)

Where xsys =
[
xgc xsc xdc

]T
; usys =

[
ugcr uscr

]T
; ysys =

[
xgc xsc xdc

]T
; and

the state matrices of the total VSC-HVDC system with conventional controller model

are given as below,

Asys =

 Agc 010,10 BgcdCdc1

010,10 Asc BscdCdc,2

Bdc1Cgcd Bdc2Cscd (Adc +Bdc1DgcdCdc1 +Bdc2DscdCdc2)

 ;

Bsys =

 Bgcr 010,2

010,2 Bscr

Bdc1Dgcr Bdc2Dscr

 ; Csys = I3

Where Asc, Bscd , Bscr , Cscd , Dscr , and Dscd are the system matrices of the equation

4.72. Agc, Bgcd , Bgcr , Cgcd , Dgcr , and Dgcd are the system matrices of the equation

(4.77). Adc, Bdc1 , Bdc2 , Cdc1 , and Cdc2 are the system matrices of the equation (4.78).
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4.7.2 Linearized state-space model of the VSC-HVDC sys-

tem with hybrid controller

The linearized state-space model of the VSC-HVDC transmission system with hybrid

controller is formulated from the dynamic equations of the VSC-HVDC system with

hybrid controller. To make the state-space system model simple and easy, the VSC-

HVDC system with hybrid controller model is divided into wind farm side VSC model,

grid side VSC model, and DC-link model.

4.7.2.1 State-space model of the hybrid controller based wind farm side

VSC model

The hybrid controller based wind farm side VSC model is the combination of the

inner and outer controllers. Here, the inner and outer controllers are designed based

on PI control and SMC techniques, respectively. The linearized state-space model of

the PI based WVSC inner controller model is explained in section 4.7.1.1.1 and the

outer controller model will be discussed in the following section.

4.7.2.1.1 State-space model of SMC based WVSC outer controller

The AC voltage controller based on SMC is operated as outer controller for wind farm

side VSC. The linearized state-space model of SMC based WVSC outer controller can

be developed from the equations (4.52) and (4.53). It is given in (4.80).

ẋoh = Aohxoh +Boahuca +Bodhucd +Borhuir

yoh = Cohxoh +Doahuca +Dodhucd +Dorhuor
(4.80)

Where xoh =
[
EdsAC EqsAC

]T
and yoh = yo and the state matrices of the SMC based

WVSC outer controller are given as below,

Aoh = 02,2; Boah =

[
0 0 KACαAC

φAC
0

0 0 0 KACαAC
φAC

]
; Bodh = Dodh = 02,1; Coh = I2;

Borh =

[
−KACαAC

φAC
0

0 −KACαAC
φAC

]
; Doah =

[
1 0 KAC

φAC
ωCf

0 1 −ωCf KAC
φAC

]
; Dorh =

[
−KAC

φAC
0

0 −KAC
φAC

]
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4.7.2.1.2 Complete converter model of the hybrid WVSC

The complete converter model of the hybrid WVSC is the cascaded model of the

PI based WVSC inner controller and SMC based WVSC outer controller. To derive

the complete converter model, replace uir = yoh in (4.68). The resultant state-space

equations of the WVSC complete converter model are stated as (4.81).

ẋch = Achxch +Bcahuca +Bcdhucd +Bcrhucr

ycah = Ccahxch +Dcah1uca +Dcdh1ucd +Dcrh1ucr

ycd = Ccdxch +Dcah2uca +Dcdh2ucd +Dcrh2ucr

(4.81)

Where xch =
[
xi xoh

]
and the complete converter model of the hybrid WVSC state

matrices are given as below,

Ach =

[
Ai BirCoh
02,4 Aoh

]
; Bcah =

[
Bia +BirDoah

Boah

]
; Bcdh =

[
Bid +BirDodh

Bodh

]
;

Bcrh =

[
BirDorh

Borh

]
; Ccah =

[
Cia Dir1Coh

]
; Ccdh =

[
Cid Dir2Coh

]
;

Dcah1 =
[
Dia1 +Dir1Doah

]
;Dcdh1 =

[
Did1 +Dir1Dodh

]
; Dcrh1 =

[
Dir1Dorh

]
;

Dcah2 =
[
Dia2 +Dir2Doah

]
;Dcdh2 =

[
Did2 +Dir2Dodh

]
; Dcrh2 =

[
Dir2Dorh

]
Where Ai, Bia, Bid, Bir, Cia, Cid, Dia1, Did1, Dir1, Dia2, Did2, and Dir2 are state

matrices of the equation (4.68). Aoh , Boah , Bodh , Borh , Coh , Doah , Dodh , and Dorh are

state matrices of the equation (4.80).

4.7.2.1.3 Total WVSC system model with hybrid controller

The total WVSC system model with hybrid controller is the cascaded model of the

AC source model and complete converter model of the WVSC. To derive the total

WVSC system model with hybrid controller, replace us = ycah in (4.71) and substitute

uca = Cs xs in the resulting expression and in (4.81). The resultant state-space
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equations of the total WVSC system model are stated as (4.82).

ẋsch = Aschxsch +Bscdhucd +Bscrhuscr

yscdh = Cscdhxsch +Dscdhuscd +Dscrhuscr
(4.82)

Where xsch =
[
xch xs

]T
; yscdh =

[
iDC

]
; and the state matrices of the total WVSC

system model with hybrid controller are given as below,

Asch =

[
Ach BcahCs

BsCcah As +BsDcah1Cs

]
; Bscdh =

[
Bcdh

BsDcdh1

]
;

Bscrh =

[
Bcrh

BsDcrh1

]
; Cscdh =

[
Ccdh 01,4

]
; Dscdh = Dcdh2 ; Dscrh = Dcrh2

Where Ach , Bcah , Bcdh , Bcrh , Ccah , Ccdh , Dcah1 , Dcdh1 , Dcrh1 , Dcah2 , Dcdh2 , and

Dcrh2 are state matrices of the equation 4.81. As, Bs, and Cs are state matrices of

the equation 4.71.

4.7.2.2 State-space model of the hybrid controller based grid side VSC

model

The hybrid controller based grid side VSC model is the combination of the inner

and outer controllers. Here, the inner and outer controllers are designed based on

PI control and SMC technique, respectively. The linearized state-space model of PI

based GVSC inner controller model is explained in section 4.7.1.2.1 and SMC based

GVSC outer controller model will be discussed in the succeeding section.

4.7.2.2.1 State-space model of SMC based GVSC outer controller

The SMC based DC voltage controller and SMC based reactive power controller are

operated as outer controller for grid side VSC. The linearized state-space model of

SMC based GVSC outer controller can be developed from the equations (4.56) and
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(4.59). It is given in (4.83).

ẋogh = Aoghxogh +Boaghuca +Bodghucd +Borghuir

yogh = Coghxog +Doaghuca +Dodghucd +Dorghuir
(4.83)

Where xogh =
[
EsDC EsQ

]T
and yogh = yo and the state matrices of the SMC based

GVSC outer controller are given as below,

Aogh = 02,2; Boagh =

[
KDCαDC
φDC

0

0 −KQαQ
φQ

]
; Bodgh = Dodgh = 02,1;

Cogh = I2; Borgh =

[
−KDCαDC

φDC
0

0
KQαQ
φQ

]
;

Doagh =

[
KDC
φDC

0

0 −KQ
φQ

]
; Dorgh =

[
−KDC

φDC
0

0
KQ
φQ

]

4.7.2.2.2 Complete converter model of the hybrid GVSC

The complete converter model of the hybrid GVSC is the cascaded model of the PI

based GVSC inner controller and SMC based GVSC outer controller. To derive the

complete converter model, replace uirg = yogh in (4.73). The resultant state-space

equations of the GVSC complete converter model are stated as (4.84).

ẋcgh = Acghxcgh +Bcaghuca +Bcdghucd +Bcrghucr

ycagh = Ccaghxcg +Dcagh1uca +Dcdgh1ucd +Dcrgh1ucr

ycdgh = Ccdghxcg +Dcagh2uca +Dcdgh2ucd +Dcrgh2ucr

(4.84)

Where xcgh =
[
xi xogh

]T
and the complete converter model of the hybrid GVSC

state matrices are given as below,
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Acgh =

[
Aig BirgCogh
02,4 Aogh

]
; Bcagh =

[
Biag +BirgDoagh

Boagh

]
; Bcdgh =

[
Bidg +BirgDodgh

Bodgh

]
;

Bcrgh =

[
BirgDorgh

Borgh

]
; Ccagh =

[
Ciag Dirg1Cogh

]
; Ccdgh =

[
Cidg Dirg2Cogh

]
;

Dcagh1 =
[
Diag1 +Dirg1Doagh

]
;Dcdgh1 =

[
Didg1 +Dirg1Dodgh

]
; Dcrgh1 =

[
Dirg1Dorgh

]
;

Dcagh2 =
[
Diag2 +Dirg2Doagh

]
;Dcdgh2 =

[
Didg2 +Dirg2Dodgh

]
; Dcrgh2 =

[
Dirg2Dorgh

]
Where Aig , Biag , Bidg , Birg , Ciag , Cidg , Diag1 , Didg1 , Dirg1 , Diag2 , Didg2 , and Dirg2 are

state matrices of the equation (4.73). Aogh , Boagh , Bodgh , Borgh , Cogh , Doagh , Dodgh ,

and Dorgh are state matrices of the equation (4.83).

4.7.2.2.3 Total GVSC system model with hybrid controller

The total GVSC system model with hybrid controller is the cascaded model of the AC

grid model and complete converter model of the GVSC. To derive the total GVSC

system model with hybrid controller, replace ug = ycagh in (4.76) and substitute

uca = Cg xg in the resulting expression and in (4.84). The resultant state-space

equations of the total GVSC system model are stated as (4.85).

ẋgch = Agchxgch +Bgcdhucd +Bgcrhugcr

ygcdh = Cgcdhxgch +Dgcdhucd +Dgcrhugcr
(4.85)

Where xgch =
[
xcgh xg

]T
; ygcdh =

[
iDC

]
; and the state matrices of the total GVSC

system model with hybrid controller are given as below,

Agch =

[
Acgh BcaghCg

BgCcagh Ag +BgDcagh1Cg

]
; Bgcdh =

[
Bcdgh

BgDcdgh1

]
;

Bgcrh =

[
Bcrgh

BgDcrgh1

]
; Cgcdh =

[
Ccdgh 01,4

]
;

Dgcdh = Dcdgh2 ; Dgcrh = Dcrgh2

105



Where Acgh , Bcagh , Bcdgh , Bcrgh , Ccagh , Ccdgh , Dcagh1 , Dcdgh1 , Dcrgh1 , Dcagh2 , Dcdgh2 , and

Dcrgh2 are state matrices of the equation 4.84. Ag, Bg, and Cg are state matrices of

the equation 4.76.

4.7.2.3 Total VSC-HVDC system with hybrid controller

The total VSC-HVDC system model with hybrid controller is the cascaded model of

the total WVSC system model with hybrid controller, total GVSC system model with

hybrid controller and DC-link model. To derive the total VSC-HVDC system model,

replace udc1 = ygcdh and udc2 = yscdh in (4.78). The resultant state-space equations of

the VSC-HVDC system with hybrid controller model are stated as (4.86).

ẋsysh = Asyshxsysh +Bsyshusysh

ysysh = Csyshxsysh
(4.86)

Where xsysh =
[
xgch xsch xdc

]T
; usysh =

[
ugcr uscr

]T
; ysysh =

[
xgch xsch xdc

]T
and state matrices of the total VSC-HVDC system model with hybrid controller are

given as below,

Asysh =

 Agch 010,10 BgcdhCdc1

010,10 Asch BgcdhCdc2

Bdc1Cgcdh Bdc2Cscdh (Adc +Bdc1DgcdhCdc1 +Bdc2DscdhCdc2)

 ;

Bsysh =

 Bgcrh 010,2

010,2 Bscrh

Bdc1Dgcrh Bdc2Dscrh

 ; Csysh = I3

Where Asch , Bscdh , Bscrh , Cscdh , Dscrh , and Dscdh are the system matrices of the

equation (4.82). Agch , Bgcdh , Bgcrh , Cgcdh , Dgcrh , and Dgcdh are the system matrices

of the equation (4.85). Adc, Bdc1 , Bdc2 , Cdc1 , and Cdc2 are the system matrices of the

equation (4.78).
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4.8 Stability analysis of the VSC-HVDC system

Stability analysis of the VSC-HVDC system includes the stability study on the PI

and SMC based controllers; and small signal analysis of the VSC-HVDC system with

conventional controllers and hybrid controllers.

4.8.1 Stability study on the controllers

The stability of the controllers is studied using Nyquist plot responses and eigenvalues

of the controllers, where eigenvalues are calculated based on the system matrices of

the respective controllers. The system matrix can be formed from the closed loop

transfer function and state equations of the controllers. The system matrix of the

current controller API,CC can be derived from closed-loop transfer function of the

current controller (4.31) and (B.8) and it is expressed below,

API,CC =



0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

−4KICC
Ts3L

−4KPCC
Ts3L

−4
Ts3

−8
Ts2

−5
Ts


The system matrix of the PI based AC voltage controller API,AC can be derived from

closed-loop transfer function of the PI based AC voltage controller (4.36) and (B.8)

and it is given below,

API,AC =



0 1 0 0

0 0 1 0

0 0 0 1

−2KIAC
Ts2Cf

−2KPAC
Ts2Cf

−2
Ts2

−3
Ts


The system matrix of the PI based DC voltage controller API,DC can be derived from

closed-loop transfer function of the PI based DC voltage controller (4.45) and (B.8)
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and it is shown below,

API,DC =


0 1 0 0

0 0 1 0

0 0 0 1
−2KIDC
Ts2CDC

−2KPDC
Ts2CDC

−2
Ts2

−3
Ts


The system matrix of the SMC based AC voltage controller ASMC,AC can be derived

from closed-loop transfer function of the SMC based AC voltage controller (4.55) and

(B.8) and it is given below,

ASMC,AC =


0 1 0 0

0 0 1 0

0 0 0 1
−2KACαAC
Ts2CfφAC

−2KAC
Ts2CfφAC

−2
Ts2

−3
Ts


The system matrix of the SMC based DC voltage controller ASMC,DC can be derived

from closed-loop transfer function of the SMC based DC voltage controller (4.57) and

(B.8) and it is shown below,

ASMC,DC =


0 1 0 0

0 0 1 0

0 0 0 1
−2KDCαDC
Ts2CDCφDC

−2KDC
Ts2CDCφDC

−2
Ts2

−3
Ts


Nyquist plot responses of the PI based AC voltage controller, PI based current

controller, PI based DC voltage controller, SMC based AC voltage controller, and

SMC based DC voltage controller are illustrated in Figure 4.17. The Nyquist stability

condition states that if the Nyquist contour in s-plane encircles the point (-1+0j) in the

anti-clockwise direction as many times as the number of the right half s-plane poles

of open-loop transfer function then, the closed-loop system is stable (Kani, 2014).

Tables 4.2 and 4.3 detail the eigenvalues of the PI based controllers and eigenvalues

of the SMC based controllers, respectively.

The stability condition states that if the system poles are placed on the left side

of the s-plane, then the system is stable. The eigenvalues of the PI and SMC based

controllers satisfy the stability condition. The PI based and SMC based controllers
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(a) Current controller

(b) PI based AC voltage controller

(c) PI based DC voltage controller

(d) SMC based AC voltage controller

(e) SMC based DC voltage controller

Figure 4.17: Nyquist plot responses of the controllers
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have fulfilled the Nyquist stability condition. Therefore, it can be concluded that the

PI and SMC based controllers are stable. From Table 4.2, the dominant pole of the

PI based AC voltage controller λ4 and dominant pole of the PI based DC voltage

controller λ13 are located far away from the origin point on the left side of the s-

plane. From Table 4.2, the dominant pole of the SMC based AC voltage controller

λ4 and dominant pole of the SMC based DC voltage controller λ8 are located closer

to the origin point on the left side of the s-plane. If the dominant pole position

far away in the negative direction, then system is stable , but the system response

become too slow. From dominant pole positions of the SMC based controllers, the

system response faster compared to PI based controllers. The PI based controller

ploes are located far away from the origin point in negative direction as compared to

SMC based controller ploes. So, the PI based controllers are relatively more stable as

compared to SMC based controllers. Table 4.4 details the time domain specifications

of the controllers concerning the settling time and rise time. From Table 4.4, it is

observed that the SMC based controllers have acquired less settling time as compared

to PI-based controllers.

Table 4.2: Eigenvalues of the PI based controllers

Controller Eigenvalues

AC voltage controller (λ1−4)

-4.3176e5
-1.0353e5
-5.2023e5
-1.2690e4

Current controller (λ5−9)

-4.2782e5+9.1586e4i
-4.2782e5-9.1586e4i
-9.4808e4
-4.0475e4
-9.0687e3

DC voltage controller (λ10−13)

-4.3326e5
-8.7392e4
-6.7052e4
-1.2295e4
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Table 4.3: Eigenvalues of the SMC based controllers

Controller Eigenvalues

AC voltage controller (λ1−4)

-4.7569e5
-6.2151e4 +1.3010e5i
-6.2151e4 -1.3010e5i
-3.9001

DC voltage controller (λ5−8)

-4.1266e5
-1.7166e5
-1.5629e4
-50.1812

Table 4.4: Time domain specifications of the designed controllers

Controller Settling time (ms) Rise time (ms)

PI based AC voltage controller 0.267 0.027
SMC based AC voltage controller 0.058 0.010
PI based DC voltage controller 0.262 0.026
SMC based DC voltage controller 0.246 0.140

4.8.2 Small signal analysis on the VSC-HVDC system

The small-signal analysis has been done on the linearized model of the grid-integrated

VSC-HVDC system. The eigenmatrix of total VSC-HVDC system with conventional

controller system matrix Asys and total VSC-HVDC system with hybrid controller

sysem matrix Asysh has the 23 eigenvalues. Equations (4.79) and (4.86), include

the dynamics of the total system with conventional controller and hybrid controller;

and the system stability can be decided by analyzing the location of the eigenvalues.

Figures 4.18(a) and 4.18(b) show the eigenvalues of the total VSC-HVDC system. The

effect of parameter uncertainty on stability of the total system is explained through

the variation of the Cf and ω. Hence, the values of the Cf and ω are subjected to small

variations and it is reflected on the system performance and stability. Small variations

in Cf can be due to reactive power compensation and AC filter harmonics; whereas

small changes in frequency ω can be associated to grid transients. The locations of

the system eigenvalues vary with respect to the variations of the Cf and ω values.

Figure 4.19(a) shows the eigenvalues plot for total system with conventional con-
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Figure 4.18: Eigenvalue plot of the total VSC-HVDC system

troller when Cf values vary from 12.59µF to 100.73µF . Also, the zoomed view of the

region closer to the instability area is shown in Figure 4.19(b). Figure 4.20(a) shows

the eigenvalues plot for total system with hybrid controller when Cf values vary from

12.59µF to 100.73µF . Also, the zoomed view of the region closer to the instability

area is shown in Figure 4.20(b). From Figures 4.19 and 4.20, it can be observed that

the location of eigenvalues is shifting to the stability region with respect to variation

of Cf values.

Figure 4.21(a) shows the eigenvalues plot for total system with conventional con-

troller when ω values varies from 280 rad/sec to 346 rad/sec. In addition, the zoomed

view of the region closer to the instability area is shown in Figure 4.21(b). Fig-

ure 4.22(a) shows the eigenvalues plot for total system with hybrid controller when

ω values varies from 280 rad/sec to 346 rad/sec. In addition, the zoomed view of the

region closer to the instability area is shown in Figure 4.22(b). Figure 4.21 and 4.22,

show how the variation in ω value influence the system stability.
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Figure 4.19: Eigenvalue plot of VSC-HVDC system with PI controller for variable Cf
values from 12.59µF to 100.73µF
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Figure 4.20: Eigenvalue plot of VSC-HVDC system with hybrid controller for variable Cf
values from 12.59µF to 100.73µF
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Figure 4.21: Eigenvalue plot VSC-HVDC system with PI controller for variable ω from
280 rad/sec to 346 rad/sec
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Figure 4.22: Eigenvalue plot VSC-HVDC system with hybrid controller for variable ω
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4.9 Simulation results and analysis

The performance of a 400MW OSWF integrated to onshore AC grid with VSC-

HVDC transmission system is investigated using the MATLAB/Simulink software,

where proposed hybrid control and conventional control schemes are implemented.

The specifications and tuned gain values of controllers for the VSC-HVDC system

are detailed in Tables 4.1 and 4.5, respectively. The gain values of PI-based and

SMC-based controllers are computed through the PID tuner tool and GA method,

respectively. The performance of the VSC-HVDC system under different cases is

presented in this section. Cases considered are (i) 3-phase to ground (LLLG) fault

near to grid, (ii) phase to ground (LG) fault near to grid (iii) step change of the wind

speed from 12m/s to 13m/s, and (iv) step change of the wind speed from 13m/s to

12m/s.

Table 4.5: Tuned gain values of the controllers

System Parameters Values

WVSC gain values

KPAC 2.1
KIAC 18579.0
KPCC 838.6
KICC 5590900.0
KAC 3.9
αAC 10.0
φAC 1.6

GVSC gain values

KPDC 19.3
KIDC 175500.0
KPQ 1.8
KIQ 300000.0
KDC 3.9
αDC 10.0
φDC 1.6
KQ 3.9
αQ 5.0
φQ 0.5

In case 1, to study the FRT performance of the VSC-HVDC system during the

abnormal situation by applying the LLLG fault near to AC grid. The fault is created
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at 3s with duration of 0.1s and it is cleared at 3.1s as given in Figures 4.23 and 4.24.

In faulty condition, the responses of grid-integrated VSC-HVDC system for PI and

hybrid controllers are displayed in Figures 4.23 and 4.24, respectively. In fault

duration, the grid voltage is decreased to a minimum level and it can be seen in the

grid side voltage waveform as shown in Figure 4.24(a). When the LLLG fault occurs,

the DC-link voltage VDC drops as shown in Figures 4.23(d) and 4.24(d). It affects the

active power transmitted to the AC grid. Response of grid active power with hybrid

controller is seen in Figure 4.24(b) and it takes 0.7s to reach the pre-fault value where

as PI controller takes 1.4s as seen in Figure 4.23(b). Due to the rapid drop of VDC , the

grid reactive power fluctuates and it can be seen in Figure 4.23(c) and Figure 4.24(c).

The grid reactive power is stablized at -0.01pu value within 0.2s for both PI and

hybrid controllers. From the observation of Figures 4.23(d) and 4.24(d), the VDC

response of hybrid controller stabilized at 1pu value within 0.92s and PI controller

takes 1.15s.

In case 2, to study the FRT performance of the VSC-HVDC system during the

abnormal situation by applying the LG fault near to AC grid. The fault is created

at 3s with duration of 0.1s and it is cleared at 3.1s as given in Figures 4.25 and 4.26.

In faulty condition, the responses of grid-integrated VSC-HVDC system for PI and

hybrid controllers are displayed in Figures 4.25 and 4.26, respectively. Dufing the

fault duration, the grid voltage is decreased to a minimum level and it can be seen in

the grid side voltage waveform as shown in Figure 4.26(a). When the LG fault occurs,

the DC-link voltage VDC drops as shown in Figures 4.25(d) and 4.26(d). It affects

the active power transmitted to the AC grid. Response of grid active power with

hybrid controller is seen in Figure 4.26(b) and it takes 0.65s to reach the pre-fault

value where as PI controller takes 1s as seen in Figure 4.25(b). Due to the rapid drop

of VDC , the grid reactive power is fluctuated and it can be seen in Figures 4.25(c) and

4.26(c). The grid reactive power is stablized at -0.01pu value within 0.2s for both PI

and hybrid controllers. From the observation of Figures 4.25(d) and 4.26(d), the VDC

response of hybrid controller stabilized at 1pu value within 0.93s and PI controller

takes 1.15s. The time taken to restore the pre-fault values of grid active power, grid

reactive power and DC-link voltage for VSC-HVDC system with LLLG fault and LG

fault conditions are given in Table 4.6.

In case 3, the wind speed experienced by wind turbines in OSWF is raised at time

3.5s from 12 m/s to rated value (13m/s). It means the 12m/s is 0.923 pu of rated wind
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Figure 4.23: Responses of the VSC-HVDC system with PI controller for LLLG fault
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Figure 4.24: Responses of the VSC-HVDC system with hybrid controller for LLLG fault
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Figure 4.25: Responses of the VSC-HVDC system with PI controller for LG fault
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Figure 4.26: Responses of the VSC-HVDC system with hybrid controller for LG fault
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Table 4.6: Time taken to restore the pre-fault values for VSC-HVDC system

Specification
Time taken to restore the pre-fault values (s)
LLLG fault LG fault
PI controller Hybrid controller PI controller Hybrid controller

Grid active power 1.40 0.70 1.00 0.65
Grid reactive power 0.20 0.20 0.20 0.20
DC-link voltage 1.15 0.92 1.15 0.93

speed and the power generated by OSWF is 0.8 pu. For 13m/s, the power generated

by OSWF is 0.975 pu. Figures 4.27 and 4.28 show the responses of the VSC-HVDC

system with PI controller and hybrid controller, respectively. From Figures 4.27(c)

and 4.28(c) it is observed that, the hybrid controller takes 0.64s to reach the 0.975pu

after a step change of wind speed at 3.5s and the PI controller takes 0.9s to reach

0.975pu value. Source reactive power is maintained at 0.01pu value and it can be

observed from Figures 4.27(b) and 4.28(b). Grid reactive power is maintained at

-0.01pu value and it can be observed from Figures 4.27(d) and 4.28(d). DC-link

voltage is stabilized at 1 pu and it can be seen from Figures 4.27(e) and 4.28(e).

In case 4, the wind speed experienced by wind turbines in OSWF is stepped down

at time 3.5s from the rated value (13m/s) to 12m/s. It means the active power step

down from 1pu to 0.8pu at time 3.5s. Figures 4.29 and 4.30 show the responses of

the VSC-HVDC system with PI controller and hybrid controller, respectively. From

Figures 4.29(c) and 4.30(c) it is observed that, the hybrid controller takes 0.504s to

reach the 0.8pu after a step change of wind speed at 3.5s and the PI controller takes

1.5s to reach 0.8pu. Source reactive power is maintained at 0.01pu value and it can

be observed from Figures 4.29(b) and 4.30(b). Grid reactive power is maintained

at -0.01pu value and it can be observed from Figures 4.29(d) and 4.30(d). DC-link

voltage is stabilized at 0.9 pu and it can be seen from Figures 4.29(e) and 4.30(e).

4.10 Summary

In this chapter, a hybrid control scheme is proposed for an onshore AC grid integrated

to an offshore wind farm with VSC-HVDC transmission link. A SMC and conven-

tional PI control techniques are adopted to design the proposed hybrid controller for

wind farm side and grid side VSCs, where outer and inner controllers are based on
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Figure 4.27: Responses of the VSC-HVDC system with PI controller for step change wind
speed from 12 m/s to 13 m/s
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Figure 4.28: Responses of the VSC-HVDC system with hybrid controller for step change
wind speed from 12 m/s to 13 m/s
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Figure 4.29: Responses of the VSC-HVDC system with PI controller for step change wind
speed from 13 m/s to 12 m/s
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Figure 4.30: Responses of the VSC-HVDC system with hybrid controller for step change
wind speed from 13 m/s to 12 m/s
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SMC and PI, respectively. It is designed for obtaining the effective power transfer

between the source and grid. The mathematical modelling, dynamic modelling and

state-space model of the VSC-HVDC system are discussed. The performance of the

VSC-HVDC system with hybrid and conventional controller for various cases (LLLG,

LG, wind speed stepped up, and wind speed stepped down) are analyzed and com-

pared. Furthermore, the FRT capability is examined by applying the symmetrical

and unsymmetrical faults at grid end. The WVSC side controller is operated to main-

tain the AC voltage. The GVSC side controller is operated to maintain the stable

DC-link voltage and to control grid reactive power to minimum value.The proposed

controller is operated to reach the pre-fault value of grid active power and DC-link

voltage within less time as related to the conventional controller. The system stabil-

ity is analyzed with the help of the eigenvalue plots for the parameter uncertainty

which includes a variation of the AC filter capacitance and system frequency values.

Additionally, the Nyquist plot and eigenvalue analysis are used to observe the con-

troller stability. The time domain specifications of the designed controller in terms of

settling time and rise time are evaluated based on the ste response of the controllers.

It is found that the SMC baased controller has less settling time compared to PI and

rise time is comparable with PI. With regard to settling and rise time, where the SMC

based controllers have taken less settling time compared to conventional controllers.

Finally, it is concluded that the VSC-HVDC system with the proposed hybrid con-

troller is stable and gives better performance with regard to the FRT capability under

a fault condition compared to conventional PI controller.

Chapter 5 deals with the new controller approach for grid integration of the OS-

WFs with multi-terminal VSC-HVDC transmission system. The controller is designed

to regulate the DC-link voltage, AC voltage, active, and reactive power. The pro-

posed hybrid controller approach is developed by adopting the sliding mode control

and conventional PI control techniques. The dynamic modelling and linearized state

space modelling of the conventional controller based multi-terminal VSC-HVDC sys-

tem and hybrid controller based multi-terminal VSC-HVDC system are discussed.
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Chapter 5

CONTROLLER DESIGN FOR

GRID-INTEGRATED

OFFSHORE WIND FARMS

WITH MULTI-TERMINAL

VSC-HVDC SYSTEM

5.1 Introduction

In this chapter, the hybrid controller design for grid-integrated OSWFs with multi-

terminal VSC-HVDC transmission system is explained and the performance of the

multi-terminal VSC-HVDC system is analyzed based on FRT capability and small

signal analysis of the system. To do the FRT capability analysis of the multi-terminal

VSC-HVDC system, the symmetrical and unsymmetrical faults are applied near to

the grid. The multi-terminal VSC-HVDC system controller deals with the effective

power transmission between the OSWFs and grid. However, the effective power

transmission between the VSC’s depends on the stable DC-link voltage. Hence, the

controller must be designed to regulate the DC-link voltage, AC voltage, active, and

reactive power. The proposed hybrid controller approach is developed by adopting

the sliding mode control and conventional PI control techniques.

This chapter is documented as follows: Firstly, the configuration and analytical
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model of the multi-terminal VSC-HVDC system is explained, followed by the proposed

controller design for a wind farm side VSC and grid side VSC are discussed. Secondly,

dynamic modelling of the multi-terminal VSC-HVDC system is discussed. Detailed

explanation on Linearized state-space model of the multi-terminal VSC-HVDC system

is discussed in next section, followed by small signal analysis on the multi-terminal

VSC-HVDC system are explained. Lastly, the simulation results and analysis of the

multi-terminal VSC-HVDC system followed by summary is detailed

5.2 Configuration of the multi-terminal VSC-HVDC

system

The outline of the multi-terminal VSC-HVDC system, where two OSWFs are inter-

connected to an AC grid through a three-terminal VSC-HVDC transmission system is

shown in Figure 5.1. The wind turbines in the 400 MW OSWF1 are interconnected to

33 kV AC collector bus and it is coupled to WVSC1 through the step-up transformer

1 which is rated as 33/150 kV. The 400MW OSWF2 is interconnected to 33 kV AC

collector bus and it is coupled to WVSC2 through the step-up transformer 2 which

is rated as 33/150 kV. The WVSC1, WVSC2, and grid side VSC are connected by

the 100 km length of the DC cable. The GVSC and WVSC are operated based on

the proposed hybrid controller with PWM technique. The AC filters are placed next

to the transformer 1, 2 and preceding the transformer 3. The GVSC and 400 kV

onshore AC grid are connected through the step-up transformer3 which is rated as

150/400 kV. Table 5.1 details the multi-terminal VSC-HVDC system specifications.

5.3 Conventional controller design for VSC-HVDC

system

The design of the conventional controller is based on the PI control technique. The

grid-integrated OSWF with VSC-HVDC link involves the WVSC and GVSC, where

each VSC controller consists of an inner controller and outer controller. The inner

and outer controllers are designed by adopting the PI technique. The inner controller

has to control the AC current while it tracks the reference output provided by the

outer controller. The outer controller of WVSC produces the output signals as dq
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Figure 5.1: Single line diagram of the grid-integrated OSWFs with multi-terminal VSC-
HVDC transmission system

Table 5.1: Specifications of multi-terminal VSC-HVDC system

System Specifications Values

OSWF side

Rated power of OSWF 1 400 MW (0.5 pu)
Rated power of OSWF 2 400 MW (0.5 pu)
Transformer 1 33/150 kVph−ph,rms
Transformer 2 33/150 kVph−ph,rms

DC link
Length 100 km
Capacitor 225 µ F

Grid side
Transformer 3 150/400 kVph−ph,rms
Grid voltage 400 kVph−ph,rms

AC filter
Inductance 16.700 µ H
Capacitance 50.368 µ F
Resistance 0.579 ohms
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component currents i∗ws,d and i∗ws,q. The inner controller of WVSC produces the output

signals as dq component voltages V ∗cs,d and V ∗cs,q. The outputs of the inner controller

is coupled to PWM generator through the dq to abc converter. The AC voltage

controller performs as an outer controller of WVSC and it regulates the AC voltage.

The conventional controller design of the WVSC is shown in Figure 4.2.

The outer controller of GVSC produces the output signals as dq component cur-

rents i∗wg,d, and i∗wg,q. The inner controller of GVSC produces the output signals as

dq component voltages V ∗cg,d and V ∗cg,q. The output of the inner controller is coupled

to PWM generator through the dq to abc converter. The DC voltage and reactive

power controllers act as an outer controller of the GVSC and it governs the DC-link

voltage and grid reactive power. The conventional controller design of the GVSC is

shown in Figure 4.3.

5.4 Hybrid controller design for VSC-HVDC sys-

tem

The design of the hybrid controller is based on the combination of the conventional PI

and SMC control techniques. It can give effective control to the system by controlling

the parameters such as active power, reactive power, DC-link voltage, AC current, and

AC voltage. The grid-integrated OSWF with VSC-HVDC link involves the WVSC

and GVSC, where each VSC controller consists of an inner and outer controller. The

inner and outer controllers are designed by adopting the PI and SMC techniques,

respectively. The inner controller has to control the AC current while it tracks the

reference output provided by the outer controller. The outer controller of WVSC

produces the output signals as dq component currents i∗ws,d and i∗ws,q. The inner

controller of WVSC produces the output signals as dq component voltages V ∗cs,d and

V ∗cs,q. The outputs of the inner controller is coupled to PWM generator through the

dq to abc converter. The AC voltage controller performs as an outer controller of

WVSC and it regulates the AC voltage. The hybrid controller design of the WVSC

is shown in Figure 4.4.

The outer controller of GVSC produces the output signals as dq component cur-

rents i∗wg,d, and i∗wg,q. The inner controller of GVSC produces the output signals as

dq component voltages V ∗cg,d and V ∗cg,q. The output of the inner controller is coupled
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to PWM generator through the dq to abc converter. The DC voltage and reactive

power controllers act as an outer controller of the GVSC and it regulates the DC-link

voltage and grid reactive power. The hybrid controller design of the GVSC is shown

in Figure 4.5.

Dynamic modelling of the multi-terminal VSC-HVDC system is explained in fol-

lowing section. It elaborates the dynamic equations of the PI and SMC based con-

trollers with block diagram and closed-loop transfer functions. It contains the dy-

namic modelling of the (a) conventional controller design of the multi-terminal VSC-

HVDC system and (b) hybrid controller design of the multi-terminal VSC-HVDC

system.

5.5 Dynamic modelling of the multi-terminal VSC-

HVDC system

The dynamic model diagram of the grid-integrated multi-terminal VSC-HVDC system

is shown in Figure 5.2. It consists of the source model, WVSC1 model, WVSC2

model, GVSC model, DC-link model, and AC grid model. To simplify the process

of developing the system state-space model, the step-up transformer inductance and

AC filter capacitor equation are added to the AC source and AC grid models. The

dynamic equations of the conventional and hybrid controller design of the VSC-HVDC

system are explained in the following sections.

5.5.1 Dynamic modelling of the conventional controller de-

sign

The conventional controller design of the multi-terminal VSC-HVDC system contains

wind farm side VSC and grid side VSC. The dynamic equations of the WVSC and

GVSC are explained in the following sections.

5.5.1.1 Inner controller of the WVSC

The inner controller of the WVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iws,d and iws,q. The inner controller

of the WVSC generates the dq reference voltages V ∗cs,d and V ∗cs,q. The equation (4.7)
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Figure 5.2: Dynamic model diagram of the grid-integrated multi-terminal VSC-HVDC
system

and PI controller are used to develop the AC current controller and the reference

current components i∗ws,d and i∗ws,q are produced from the outer controller of the

WVSC. The dynamic modelling of the inner controller of the WVSC is explained in

section4.6.1.1.

5.5.1.2 Outer controller of the WVSC

The AC voltage controller performs as the outer controller of WVSC. It controls the

AC voltage and generates the reference decoupled currents i∗ws,d and i∗ws,q for the inner

controller of the WVSC. The dynamic equations of the PI based AC voltage controller

are explained in the following section.

132



5.5.1.2.1 PI based AC voltage controller

The AC voltage controller is operated as an outer controller for wind farm side VSC

and it is developed based on the PI control for the conventional model. It controls

the AC voltage by the AC filter capacitor. Equation (4.13) and PI controller are

used to develop the AC voltage controller and it provides the reference dq component

currents to the inner controller. The dynamic modelling of the PI based AC voltage

controller is explained in section 4.6.1.2.1.

5.5.1.3 Inner controller of the GVSC

The inner controller of the GVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iwg,d and iwg,q. The inner controller

of the GVSC generates the dq reference voltages V ∗cg,d and V ∗cg,q. The equation (4.7)

and PI controller are used to develop the AC current controller and the reference

current components i∗wg,d and i∗wg,q are produced from the outer controller of the

GVSC. The dynamic modelling of the inner controller of the GVSC is explained in

section4.6.1.3.

5.5.1.4 Outer controller of the GVSC

The outer controller is the part of the GVSC controller. The DC voltage and reactive

power controller are act as the outer controllers of the GVSC. The outer controller

of GVSC regulates the DC voltage and reactive power. It generates the reference

decoupled currents i∗wg,d and i∗wg,q for the inner controller of the GVSC. The dynamic

equations of the PI based DC voltage controller and PI based reactive power controller

are explained in the following sections.

5.5.1.4.1 PI based DC voltage controller

The DC voltage controller is operated as one of the outer controllers for grid side

VSC and it is developed based on the PI control for the conventional controller.

It regulates the DC-link voltage. The stable DC link voltage ensures the steady

power flow between the VSCs and it provides the reference i∗wg,d value to the inner

controller. The dynamic modelling of the PI based DC voltage controller is explained

in section 4.6.1.4.1.
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5.5.1.4.2 PI based reactive power controller

The reactive power controller is operated as one of the outer controllers for grid side

VSC and it is developed based on the PI control for the conventional controller. The

reactive power controller regulates the reactive power and it generates the reference

i∗wg,q to the inner controller. The i∗wg,q is achieved by the instantaneous power equations

as given in (4.46). The dynamic modelling of the PI based reactive power controller

is explained in section 4.6.1.4.2.

5.5.2 Dynamic modelling of the hybrid controller design

The hybrid controller design of the multi-terminal VSC-HVDC system contains wind

farm side VSC and grid side VSC. The dynamic equations of the WVSC and GVSC

are explained in the following sections.

5.5.2.1 Inner controller of the WVSC

The inner controller of the WVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iws,d and iws,q. It generates the

dq reference voltages V ∗cs,d and V ∗cs,q. The equation (4.7) and PI controller are used

to develop the AC current controller and the reference current components i∗ws,d and

i∗ws,q are produced from the outer controller of the WVSC. The dynamic equations of

the WVSC inner controller model are explained in the section 4.6.1.1.

5.5.2.2 Outer controller of the WVSC

The AC voltage controller performs as the outer controller of WVSC. It controls

the AC voltage and generates the reference decoupled currents i∗ws,d and i∗ws,q for the

inner controller of the WVSC. The dynamic equations of the SMC based AC voltage

controller are explained in the following section.

5.5.2.2.1 SMC based AC voltage controller

The AC voltage controller is developed based on the SMC method for the hybrid

controller. The equation (4.13) and SMC equation (4.51) are used to develop the

AC voltage controller and The dynamic modelling of the SMC based AC voltage

controller is explained in section 4.6.3.2.1.
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5.5.2.3 Inner controller of the GVSC

The inner controller of the GVSC is based on a PI controller that is responsible for

controlling the decoupled AC current components iwg,d and iwg,q. It generates the

dq reference voltages V ∗cg,d and V ∗cg,q. The equation (4.7) and PI controller are used

to develop the AC current controller and the reference current components i∗wg,d and

i∗wg,q are produced from the outer controller of the GVSC. The dynamic equations of

the GVSC inner controller model are explained in section 4.6.1.3.

5.5.2.4 Outer controller of the GVSC

The DC voltage and reactive power controller are act as the outer controllers of the

GVSC. The outer controller of GVSC regulates the DC voltage and reactive power.

It generates the reference decoupled currents i∗wg,d and i∗wg,q for the inner controller of

the GVSC. The SMC discontinuous control action τc includes the continuous function

and it mitigates the chattering effect due to high-frequency oscillations of the system

parameters. The dynamic equations of the SMC based DC voltage controller and

SMC based reactive power controller are explained in the following sections.

5.5.2.4.1 SMC based DC voltage controller

The DC voltage control for the hybrid controller is designed based on the SMC method

and it controls the DC-link voltage. The dynamic modelling of the SMC based DC

voltage controller is explained in section 4.6.3.4.1.

5.5.2.4.2 SMC based reactive power controller

The reactive power controller is operated as one of the outer controllers for grid

side VSC and it is developed based on the SMC technique for the hybrid controller.

The dynamic modelling of the SMC based reactive power controller is explained in

section 4.6.3.4.2.
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5.5.3 Dynamic model of the DC-link

The dynamic equations of the DC-link for multi-terminal VSC-HVDC system can be

derived from (4.24) and it is specified in (4.64).

dVDC,1
dt

=
iDC,1 + i12 − i13

Cm1

dVDC,2
dt

=
iDC,2 − i12

Cm2

dVDC,3
dt

=
−iDC,3 + i13

Cm3

di12
dt

= −R12

L12

i12 +
VDC,1 − VDC,2

L12

di13
dt

= −R13

L13

i13 +
VDC,1 − VDC,3

L13

(5.1)

Where VDC,1, VDC,2, and VDC,3 are the DC voltage at buses 1, 2 and 3, respectively;

iDC,1, iDC,2, and iDC,3 are the DC currents at buses 1, 2, and 3, respectively; CDC,1,

CDC,2, and CDC,3 are the capacitance of the VSC at buses 1, 2, and 3, respectively; R12,

L12, and C12 are the resistance, inductance, and capacitance of the DC line between

buses 1 and 2, respectively; and R13, L13, and C13 are the resistance, inductance, and

capacitance of the DC line between buses 1 and 3, respectively. The total capacitances

of each bus side Cm1, Cm2, and Cm3 are given as (5.2).

Cm1 = CDC,1 + 0.5(C12 + C13)

Cm2 = CDC,2 + 0.5C12

Cm3 = CDC,3 + 0.5C13

(5.2)

5.6 Linearized state-space model of the multi-terminal

VSC-HVDC system

The linearized state-space model of the multi-terminal VSC-HVDC system based on

conventional controller and hybrid controller are explained in following sections.
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5.6.1 Linearized state-space modelling of the multi-terminal

VSC-HVDC system with conventional controller

The linearized state-space modelling of the multi-terminal VSC-HVDC transmission

system with conventional controller is formulated from the dynamic equations of the

multi-terminal VSC-HVDC system. To make the state-space system model simple

and easy, the multi-terminal VSC-HVDC system model is divided into wind farm side

VSC1 model, wind farm side VSC2 model, grid side VSC model, and DC-link model.

5.6.1.1 State-space model of the conventional controller based wind farm

side VSC model

The conventional controller based wind farm side VSC model is the combination of

the inner and outer controllers. Here, the inner and outer controllers are designed

based on PI control technique. The linearized state-space model of the PI based

WVSC inner controller and PI based WVSC outer controller models are explained in

the section 4.7.1.1.1 and 4.7.1.1.2, respectively.

5.6.1.1.1 Total WVSC system model with conventional controller

The total WVSC system model with conventional controller is the cascaded model

of the AC source model and complete converter model of the WVSC. To derive the

total conventional WVSC system model, replace us = yca in (4.71) and substitute

uca = Cs xs in the resulting expression and in (4.70). The resultant state-space

equations of the total WVSC1 system model with conventional controller are stated

as (5.3).

ẋsc1 = Asc1xsc1 +Bscd1ucd +Bscr1uscr1

yscd1 = Cscd1xsc1 +Dscd1ucd +Dscr1uscr1
(5.3)

Where xsc1 =
[
xc xs

]T
; yscd1 =

[
iDC

]
; uscr1 =

[
Vps,d Vps,q

]T
; and the state matri-

ces of the total WVSC1 system model with conventional controller are given as below,
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Asc1 =

[
Ac BcaCs

BsCca As +BsDca1Cs

]
; Bscd1 =

[
Bcd

BsDcd1

]
;

Bscr1 =

[
Bcr

BsDcr1

]
; Cscd1 =

[
Ccd 01,4

]
; Dscd1 = Dcd2; Dscr1 = Dcr2;

The resultant state-space equations of the total WVSC2 system model with conven-

tional controller are stated as (5.4).

ẋsc2 = Asc2xsc2 +Bscd2ucd +Bscr2uscr2

yscd1 = Cscd2xsc +Dscd2ucd +Dscr2uscr2
(5.4)

Where xsc2 =
[
xc xs

]T
; yscd2 =

[
iDC

]
; uscr2 =

[
Vps,d Vps,q

]T
; and the state matri-

ces of the total WVSC2 system model with conventional controller are given as below,

Asc2 =

[
Ac BcaCs

BsCca As +BsDca1Cs

]
; Bscd2 =

[
Bcd

BsDcd1

]
;

Bscr2 =

[
Bcr

BsDcr1

]
; Cscd2 =

[
Ccd 01,4

]
; Dscd2 = Dcd2; Dscr2 = Dcr2;

Where Ac, Bca, Bcd, Bcr, Cca, Ccd, Dca1, Dcd1, Dcr1, Dca2, Dcd2, and Dcr2 are state

matrices of the equation (4.70). As, Bs, and Cs are state matrices of the equation

(4.71).

5.6.1.2 State-space model of the conventional controller based grid side

VSC model

The conventional controller based grid side VSC model is the combination of the inner

and outer controllers. Here, the inner and outer controllers are designed based on PI

control technique. The linearized state-space model of PI based GVSC inner controller

and PI based GVSC outer controller models are explained in the section 4.7.1.2.1 and

4.7.1.2.2.

138



5.6.1.2.1 Total GVSC system model with conventional controller

The total GVSC system model with conventional controller is the cascaded model

of the AC grid model and complete converter model of the GVSC. To derive the

total GVSC system model with conventional controller , replace ug = ycag in (4.76)

and substitute uca = Cg xg in the resulting expression and in (4.75). The resultant

state-space equations of the total GVSC system model with conventional controller

are stated in section 4.7.1.2.5.

5.6.1.3 DC-link model

The linearized state-space model of the DC-link can be developed from the equations

(4.64) and (4.65). It is given in (5.5).

ẋdcm = Adcmxdcm +Bdcm1udc1 +Bdcm2udc2 +Bdcm3udc3

ydc1 = Cdc1xdcm

ydc2 = Cdc2xdcm

ydc3 = Cdc3xdcm

(5.5)

Where xdcm =
[
i12 i13 VDC,1 VDC,2 VDC,3

]T
; udc1 = iDC,1; udc2 = iDC,2; udc3 =

iDC,3; ydc1 = VDC,1; ydc2 = VDC,2; ydc3 = VDC,3 and the DC-link model state matrices

are given as below,

Adcm =



−R12

L12
0 1

L12

−1
L12

0

0 −R13

L13

1
L13

0 −1
L13

1
Cm1

−1
Cm1

0 0 0
−1
Cm2

0 0 0 0

0 1
Cm3

0 0 0

 ; Bdcm1 =


0

0
1

Cm1

0

0

 ; Bdcm2 =


0

0

0
1

Cm2

0

 ; Bdcm3 =


0

0

0

0
−1
Cm3

 ;

Cdcm1 =
[
0 0 1 0 0

]
; Cdcm2 =

[
0 0 0 1 0

]
; Cdcm3 =

[
0 0 0 0 1

]
;

5.6.1.4 Total multi-terminal VSC-HVDC system with conventional con-

troller

The total multi-teminal VSC-HVDC system with conventional controller model is the

cascaded model of the total WVSC1 system model with conventional controller , total
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WVSC2 system model with conventional controller , total GVSC system model with

conventional controller and DC-link model. To derive the total VSC-HVDC system

model, replace udc1 = ygcd , udc2 = yscd1 , and udc3 = yscd2 in (5.5). The resultant state-

space equations of the total multi-terminal VSC-HVDC system with conventional

controller model are stated as (5.6).

ẋsysm = Asysmxsysm +Bsysmusysm

ysysm = Csysmxsysm
(5.6)

Where xsysm =
[
xgc xsc1 xsc2 xdcm

]T
;usysm =

[
ugcr uscr1 uscr2

]T
;

ysysm =
[
xgc xsc1 xsc2 xdcm

]T
; and the state matrices of the total multi-terminal

VSC-HVDC system model are given as below,

Asysm =



Agc 010,10 010,10 BgcdCdcm1

010,10 Asc1 010,10 Bscd1Cdcm2

010,10 010,10 Asc2 Bscd2Cdcm3

Bdcm1Cgcd Bdcm2Cscd1 Bdcm3Cscd2 (Adcm +Bdcm1DgcdCdcm1

+Bdcm2Dscd1Cdcm2

+Bdcm3Dscd2Cdcm3)


;

Bsysm =


Bgcr 010,2 010,2

010,2 Bscr1 010,2

010,2 010,2 Bscr2

Bdcm1Dgcr Bdcm2Dscr1 Bdcm3Dscr2

 ; Csysm = I4

Where Asc1 , Bscd1 , Bscr1 , Cscd1 , Dscr1 , and Dscd1 are the system matrices of the equa-

tion (5.3). Asc2 , Bscd2 , Bscr2 , Cscd2 , Dscr2 , and Dscd2 are the system matrices of the

equation (5.4). Agc, Bgcd , Bgcr , Cgcd , Dgcr , and Dgcd are the system matrices of the

equation (4.77). Adcm , Bdcm1 , Bdcm2 , Bdcm3 , Cdcm1 , Cdcm2 , and Cdcm3 are the system

matrices of the equation (5.5).
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5.6.2 Linearized state-space model of the multi-terminal VSC-

HVDC system with hybrid controller

The linearized state-space model of the multi-terminal VSC-HVDC transmission sys-

tem with hybrid controller is formulated from the dynamic equations of the multi-

terminal VSC-HVDC system. To make the state-space system model simple and easy,

the multi-terminal VSC-HVDC system model is divided into wind farm side VSC1

model, wind farm side VSC2 model, grid side VSC model and DC-link model.

5.6.2.1 State-space model of the hybrid controller based wind farm side

VSC model

The hybrid controller based wind farm side VSC model is the combination of the

inner and outer controllers. Here, the inner and outer controllers are designed based

on PI control and SMC techniques, respectively. The linearized state-space model of

the PI based WVSC inner controller model is explained in section 4.7.1.1.1 and SMC

based WVSC outer controller model will be discussed in the section 4.7.2.1.1.

5.6.2.1.1 Total WVSC system model with hybrid controller

The total WVSC system model with hybrid controller is the cascaded model of the

AC source model and complete converter model of the WVSC. To derive the total

WVSC system model with hybrid controller, replace us = ycah in (4.71) and substitute

uca = Cs xs in the resulting expression and in (4.81). The resultant state-space

equations of the total WVSC1 system model with hybrid controller are stated as

(5.7).

ẋsch1 = Asch1xsch1 +Bscdh1ucd +Bscrh1uscr1

yscdh1 = Cscdh1xsch1 +Dscdh1uscd +Dscrh1uscr1
(5.7)

Where xsch1 =
[
xch xs

]T
; yscdh1 =

[
iDC

]
; and the state matrices of the total

WVSC1 system model are given as below,
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Asch1 =

[
Ach BcahCs

BsCcah As +BsDcah1Cs

]
; Bscdh1 =

[
Bcdh

BsDcdh1

]
;

Bscrh1 =

[
Bcrh

BsDcrh1

]
; Cscdh1 =

[
Ccdh 01,4

]
;

Dscdh1 = Dcdh2 ; Dscrh1 = Dcrh2 ;

The resultant state-space equations of the total WVSC2 system model with hybrid

controller are stated as (5.8).

ẋsch2 = Asch2xsch2 +Bscdh2ucd +Bscrh2uscr2

yscdh2 = Cscdh2xsch2 +Dscdh2uscd +Dscrh2uscr2
(5.8)

Where xsch2 =
[
xch xs

]T
; yscdh2 =

[
iDC

]
; and the state matrices of the total

WVSC2 system model with hybrid controller are given as below,

Asch2 =

[
Ach BcahCs

BsCcah As +BsDcah1Cs

]
; Bscdh2 =

[
Bcdh

BsDcdh1

]
;

Bscrh2 =

[
Bcrh

BsDcrh1

]
; Cscdh2 =

[
Ccdh 01,4

]
;

Dscdh2 = Dcdh2 ; Dscrh2 = Dcrh2 ;

Where Ach , Bcah , Bcdh , Bcrh , Ccah , Ccdh , Dcah1 , Dcdh1 , Dcrh1 , Dcah2 , Dcdh2 , and Dcrh2

are state matrices of the equation (4.81). As, Bs, and Cs are state matrices of the

equation (4.71).

5.6.2.2 State-space model of the hybrid controller based grid side VSC

model

The hybrid controller based grid side VSC model is the combination of the inner

and outer controllers. Here, the inner and outer controllers are designed based on

PI control and SMC technique, respectively. The linearized state-space model of PI
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based GVSC inner controller model is explained in section 4.7.1.2.1 and the SMC

based GVSC outer controller model will be discussed in section 4.7.2.2.1.

5.6.2.2.1 Total GVSC system model with hybrid controller

The total GVSC system model with hybrid controller is the cascaded model of the

AC grid model and complete converter model of the GVSC. To derive the total GVSC

system model with hybrid controller, replace ug = ycagh in (4.76) and substitute uca =

Cg xg in the resulting expression and in (4.84). The resultant state-space equations

of the total GVSC system model with hybrid controller are stated in section 4.7.2.2.3.

5.6.2.3 Total multi-terminal VSC-HVDC system with hybrid controller

The total multi-terminal VSC-HVDC system with hybrid controller model is the cas-

caded model of the total WVSC1 system model with hybrid controller, total WVSC2

system model with hybrid controller, total GVSC system model with hybrid con-

troller, and DC-link model. To derive the total VSC-HVDC system model, by making

udc1 = ygcdh , udc2 = yscdh , and udc3 = yscdh in (5.5). The resultant state-space equa-

tions of the total multi-terminal VSC-HVDC system with hybrid controller model are

stated as (5.9).

ẋsysmh = Asysmhxsysmh +Bsysmhusysmh

ysysmh = Csysmhxsysmh

(5.9)

Where xsysmh =
[
xgch xsch1 xsch2 xdcm

]T
;usysmh =

[
ugcr uscr1 uscr2

]T
;

ysysm =
[
xgch xsch1 xsch2 xdcm

]T
; and the state matrices of the total multi-terminal

VSC-HVDC system with hybrid controller model are given as below,
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Asysmh =



Agch 010,10 010,10 BgcdhCdcm1

010,10 Asch1 010,10 Bscdh1Cdcm2

010,10 010,10 Asch2 Bscdh2Cdcm3

Bdcm1Cgcdh Bdcm2Cscdh1 Bdcm3Cscdh2 (Adcm +Bdcm1DgcdhCdcm1

+Bdcm2Dscdh1Cdcm2

+Bdcm3Dscdh2Cdcm3)


;

Bsysmh =


Bgcrh 010,2 010,2

010,2 Bscrh1 010,2

010,2 010,2 Bscrh2

Bdcm1Dgcrh Bdcm2Dscrh1 Bdcm3Dscrh2

 ; Csysm = I4

Where Asch1 , Bscdh1 , Bscrh1 , Cscdh1 , Dscrh1 , and Dscdh1 are the system matrices of the

equation (5.7). Asch2 , Bscdh2 , Bscrh2 , Cscdh2 , Dscrh2 , and Dscdh2 are the system matrices

of the equation (5.8). Agch , Bgcdh , Bgcrh , Cgcdh , Dgcrh , and Dgcdh are the system

matrices of the equation (4.85). Adcm , Bdcm1 , Bdcm2 , Bdcm3 , Cdcm1 , Cdcm2 , and Cdcm3

are the system matrices of the equation (5.5).

5.7 Small signal analysis on the multi-terminal VSC-

HVDC system

The small-signal analysis has been done on the linearized model of the grid-integrated

multi-terminal VSC-HVDC system. The eigenmatrix of total multi-terminal VSC-

HVDC system with conventional controller system matrix Asysm and total multi-

terminal VSC-HVDC system with hybrid controller sysem matrix Asysmh has the

35 eigenvalues. Equations (5.6) and (5.9), include the dynamics of the total multi-

terminal VSC-HVDC system with conventional controller and hybrid controller; and

the system stability can be decided by analyze the location of the eigenvalues. Fig-

ures 5.3(a) and 5.3(b) show the eigenvalues of the total multi-terminal VSC-HVDC

system. The effect of parameter uncertainty on stability of the total system is ex-

plained through the variation of the Cf and ω. Hence, the values of the Cf and ω

are subjected to small variations and it is reflected on the system performance and

stability. Small variations in Cf can be due to reactive power compensation and AC
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filter harmonics; whereas small changes in frequency ω can be associated to grid tran-

sients. The locations of the system eigenvalues vary with respect to the variations of

the Cf and ω values.
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Figure 5.3: Eigenvalue plot of total multi-terminal VSC-HVDC system

Figure 5.4(a) shows the eigenvalues plot for total system with conventional con-

troller when Cf values vary from 12.59µF to 100.73µF . Also, the zoomed view of the

region closer to the instability area is shown in Figure 5.4(b). Figure 5.5(a) shows

the eigenvalues plot for total system with hybrid controller when Cf values vary from

12.59µF to 100.73µF . Also, the zoomed view of the region closer to the instability

area is shown in Figure 5.5(b). From Figures 5.4 and 5.5, it can be observed that the

location of eigenvalues is shifting to the stability region with respect to variation of

Cf values.

Figure 5.6(a) shows the eigenvalues plot for total system with conventional con-

troller when ω values varies from 280 rad/sec to 346 rad/sec. In addition, the zoomed

view of the region closer to the instability area is shown in Figure 5.6(b). Figure 5.7(a)

shows the eigenvalues plot for total system with hybrid controller when ω values varies

from 280 rad/sec to 346 rad/sec. In addition, the zoomed view of the region closer

to the instability area is shown in Figure 5.7(b). Figures 5.6 and 5.7, show how the

variation in ω value influence the system stability.
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Figure 5.4: Eigenvalue plot of multi-terminal VSC-HVDC system with PI controller for
variable Cf values from 12.59µF to 100.73µF
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Figure 5.5: Eigenvalue plot of multi-terminal VSC-HVDC system with hybrid controller
for variable Cf values from 12.59µF to 100.73µF
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Figure 5.6: Eigenvalue plot multi-terminal VSC-HVDC system with PI controller for
variable ω from 280 rad/sec to 346 rad/sec
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5.8 Simulation results

The performance of two 400MW OSWF connected to onshore AC grid with multi-

terminal VSC-HVDC transmission system is investigated using the MATLAB/Simulink

software, where proposed hybrid control and conventional control schemes are imple-

mented. The specifications and tuned gain values of controllers for the multi-terminal

VSC-HVDC system are detailed in Tables 5.1 and 5.2, respectively. The gain values

of PI-based and SMC-based controllers are computed through the PID tuner tool and

GA method, respectively. The performance of the multi-terminal VSC-HVDC system

under different cases is presented in this section. Cases considered are (i) 3-phase to

ground (LLLG) fault near to grid, (ii) phase to ground (LG) fault near to grid (iii)

step change of the wind speed from 12m/s to 13m/s, and (iv) step change of the wind

speed from 13m/s to 12m/s.

Table 5.2: Tuned gain values of the controllers

System Parameters Values

WVSC1 and WVSC2 gain values

KPAC 2.1
KIAC 18579.0
KPCC 828.6
KICC 5590900.0
KAC 3.9
αAC 10.0
φAC 1.6

GVSC gain values

KPDC 19.3
KIDC 175500.0
KPQ 1.8
KIQ 300000.0
KDC 3.9
αDC 10.0
φDC 1.6
KQ 3.9
αQ 5.0
φQ 0.5

In case 1, to study the FRT performance of the multi-terminal VSC-HVDC system

during the abnormal situation by applying the LLLG fault near to AC grid. The fault

is created at 3s with duration of 0.1s and it is cleared at 3.1s as given in Figures 5.8

and 5.9. In faulty condition, the responses of grid-integrated multi-terminal VSC-

HVDC system for PI and hybrid controllers are displayed in Figures 5.8 and 5.9,

respectively. In fault duration, the grid voltage is decreased to a minimum level and
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it can be seen in the grid side voltage waveform as shown in Figure 5.9(a). When

the LLLG fault occurs, the DC-link voltage VDC drops as shown in Figures 5.8(d)

and 5.9(d). It affects the active power transmitted to the AC grid. Response of grid

active power with hybrid controller is seen in Figure 5.9(b) and it takes 0.64s to reach

the pre-fault value where as PI controller takes 1.11s as seen in Figure 5.8(b). Due

to the rapid drop of VDC , grid reactive power is fluctuated and it can be seen in

Figure 5.8(c) and Figure 5.9(c). The grid reactive power is stablized at -0.01pu value

within 0.15s for both PI and hybrid controllers. From the observation of Figures 5.8(d)

and 5.9(d), the VDC response of hybrid controller stabilized at 1pu value within 0.9s

and PI controller takes 1.15s.

In case 2, to study the FRT performance of the multi-terminal VSC-HVDC system

during the abnormal situation by applying the LG fault near to AC grid. The fault

is created at 3s with duration of 0.1s and it is cleared at 3.1s as given in Figures 5.10

and 5.11. In faulty condition, the responses of grid-integrated multi-terminal VSC-

HVDC system for PI and hybrid controllers are displayed in Figures 5.10 and 5.11,

respectively. In fault duration, the grid voltage is decreased to a minimum level and

it can be seen in the grid side voltage waveform as shown in Figure 5.11(a). When

the LG fault occurs, the DC-link voltage VDC drops as shown in Figures 5.10(d)

and 5.11(d). It affects the active power transmitted to the AC grid. Response

of grid active power with hybrid controller is seen in Figure 5.11(b) and it takes

0.64s to reach the pre-fault value where as PI controller takes 1.11s as seen in Fig-

ure 5.10(b). Due to the rapid drop of VDC , grid reactive power is fluctuated and it can

be seen in Figures 5.10(c) and 5.11(c). The grid reactive power is stablized at -0.01pu

value within 0.15s for both PI and hybrid controllers. From the observation of Fig-

ures 5.10(d)and 5.11(d), the VDC response of hybrid controller stabilized at 1pu value

within 0.75s and PI controller takes 1.15s.The time taken to restore the pre-fault val-

ues of grid active power, grid reactive power and DC-link voltage for multi-terminal

VSC-HVDC system with LLLG fault and LG fault conditions are given in Table 5.3.

In case 3, the wind speed experienced by wind turbines in OSWF is raised at time

3.5s from 12 m/s to rated value (13m/s). Figures 5.12 and 5.13 show the responses

of the multi-terminal VSC-HVDC system with PI controller and hybrid controller,

respectively. From Figures 5.12(c) and 5.13(c) it is observed that, the hybrid controller

takes 1.2s to reach the 0.96pu after a step change of wind speed at 3.5s and the PI

controller takes 1.3s to reach 0.96pu. Source reactive power is maintained at 0.01pu
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Figure 5.8: Responses of the multi-terminal VSC-HVDC system with PI controller for
LLLG fault
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Figure 5.9: Responses of the multi-terminal VSC-HVDC system with hybrid controller
for LLLG fault
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Figure 5.10: Responses of the multi-terminal VSC-HVDC system with PI controller for
LG fault
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Figure 5.11: Responses of the multi-terminal VSC-HVDC system with hybrid controller
for LG fault
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Table 5.3: Time taken to restore the pre-fault values for multi-terminal VSC-HVDC system

Specification
Time taken to restore the pre-fault values (s)
LLLG fault LG fault
PI controller Hybrid controller PI controller Hybrid controller

Grid active power 1.00 0.52 0.62 0.43
Grid reactive power 0.15 0.15 0.15 0.15
DC-link voltage 1.15 0.90 1.15 0.75

value and it can be observed from Figures 5.12(b) and 5.13(b). Grid reactive power

is maintained at a -0.01pu value and it can be observed from Figures 5.12(d) and

5.13(d). DC-link voltage is stabilized at 1 pu and it can be seen from Figures 5.12(e)

and 5.13(e).

In case 4, the wind speed experienced by wind turbines in OSWF is step down at

time 3.5s from the rated value (13m/s) to 12m/s. It means the active power step down

from 1pu to 0.8pu at time 3.5s. Figures 5.14 and 5.15 show the responses of the multi-

terminal VSC-HVDC system with PI controller and hybrid controller, respectively.

From Figures 5.14(c) and 5.15(c) it is observed that, the hybrid controller takes 0.42s

to reach the 0.79pu after a step change of wind speed at 3.5s and the PI controller

takes 1s to reach 0.79pu. Source reactive power is maintained at 0.01pu value and it

can be observed from Figures 5.14(b) and 5.15(b). Grid reactive power is maintained

at -0.01pu value and it can be observed from Figures 5.14(d) and 5.15(d). DC-link

voltage is stabilized at 0.9 pu and it can be seen from Figures 5.14(e) and 5.15(e).

5.9 Summary

In this chapter, a hybrid control scheme is proposed for an onshore AC grid-integrated

to an offshore wind farms with multi-terminal VSC-HVDC transmission link. A SMC

and PI control techniques are adopted to design the proposed hybrid controller for

wind farm side and grid side VSCs, where outer and inner controllers are based on

SMC and PI, respectively. It is designed for obtaining the effective power trans-

fer between the source and grid. The mathematical modelling, dynamic modelling

and state-space model of the multi-terminal VSC-HVDC system are discussed. The

performance of the multi-terminal VSC-HVDC system with hybrid and conventional

controller for various cases are analyzed and compared. Furthermore, the FRT ca-
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Figure 5.12: Responses of the multi-terminal VSC-HVDC system with PI controller for
step change wind speed from 12 m/s to 13 m/s
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Figure 5.13: Responses of the multi-terminal VSC-HVDC system with hybrid controller
for step change wind speed from 12 m/s to 13 m/s
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Figure 5.14: Responses of the multi-terminal VSC-HVDC system with PI controller for
step change wind speed from 13 m/s to 12 m/s
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Figure 5.15: Responses of the multi-terminal VSC-HVDC system with hybrid controller
for step change wind speed from 13 m/s to 12 m/s
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pability is examined by applying the symmetrical and unsymmetrical faults at grid

end. The WVSC side controller is operated to maintain the AC voltage. The GVSC

side controller is operated to maintain the stable DC-link voltage and to control grid

reactive power to minimum value. The proposed controller is operated to reach the

pre-fault values of grid active power and DC-link voltage within less time as related

to the conventional controller. The system stability is analyzed with the help of

the eigenvalue plots for the parameter uncertainty which includes a variation of the

AC filter capacitance and system frequency values. Finally, it is concluded that the

multi-terminal VSC-HVDC system with the proposed hybrid controller is stable and

capably handled the FRT capability under a fault condition compared to conventional

PI controller.

159





Chapter 6

CONCLUSION

6.1 Conclusion

In recent times, the world energy scenario is purely dependent on sustainable power

sources among which offshore wind farms are the main contributing factors in the

form of wind energy. The offshore wind farms are experiencing quite a few chal-

lenges such as the electrical collector system design problem, wake effect, and ef-

fective power transmission from an offshore site to the onshore grid. Firstly, new

optimization approaches are proposed to address the design of the electrical collector

system. Next, the hybrid controller scheme is proposed to design a robust controller

for grid-integrated offshore wind farm through the VSC-HVDC transmission system

and grid-integrated multiple OSWFs through the multi-terminal VSC-HVDC trans-

mission system. The conclusions of each of the above chapters is given below:

In chapter 1, an introduction consisting of the overview of the thesis and the

reasons for its motivation are elaborated followed by the research objectives and a

brief flow of the organization of the thesis discoursed at the end.

In chapter 2, the literature survey related to the objectives is discussed. Firstly, the

various electrical collector topologies for offshore wind farms are explained in detail,

namely AC collector systems, DC collector systems, and Redundant path topologies.

Secondly, the different approaches applied for the design of optimal electrical collector

system are reviewed, followed by a description of the various control schemes for grid-

integrated offshore wind farm through the VSC-HVDC transmission system. Lastly,

the different control schemes for grid-integrated multiple offshore wind farms through

the multi-terminal VSC-HVDC transmission system are elucidated.
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In chapter 3, new optimization approaches are proposed to design optimal elec-

trical collector system for OSWF. In large OSWF, WTs are affected by the wake

and it leads to the reduction of power production. The optimal placement of WTs

resolves the wake issue. Wind rose of OSWF will give an indication of the direction

in which WTs have to be placed. Larsen and Jensen wake model-based wake analysis

are explained and the analytical wake model is implemented to study the wake effect,

wake loss and to obtain optimal placement of WTs. Also, ACO-TSP, ACO-MTSP,

FA-TSP and FA-MTSP are proposed and applied to achieve an optimal electrical

collector system design of OSWFs. The mathematical model is discussed to estimate

the levelized production cost, and annual energy yields. The results obtained from

the optimized model are compared with the reference OSWF. From the results ob-

tained from the OSWF designs, the length of inter-array cable, cable cost, and wake

loss of optimal designs are observed to be minimized compared to reference OSWF.

The average wind velocity, approximate power production, and annual energy yields

of optimal designs are improved. The levelized production cost of optimal designs is

reduced. The optimal designs of the NH OSWF based on ACO-MTSP and FA-MTSP

are found to be better models compared to reference NH OSWF. The optimal designs

of the HR OSWF based on ACO-MTSP and FA-MTSP are found to be better models

compared to reference HR OSWF. As per the computation time and cable length, the

ACO-based OSWF is observed to be better optimal design as compared to FA and

GA-based designs. In the case of the optimal design for ring collector system, the FA

based optimal design is found to be better design as compared to ACO based optimal

design. The ring collector system improves the reliability of the OSWF. From the

optimal design outcomes, it is concluded that ACO and FA are a better methods to

solve the large OSWF collector layout problems in comparison with GA.

In chapter 4, a hybrid control scheme is proposed for an onshore AC grid integrated

to an offshore wind farm with VSC-HVDC transmission link. A SMC and conven-

tional PI control techniques are adopted for outer and inner controller respectively in

the proposed hybrid controller for wind farm side and grid side VSCs. It is designed

for obtaining the effective power transfer between the source and grid. The math-

ematical modelling, dynamic modelling and state-space model of the VSC-HVDC

system are discussed. The performance of the VSC-HVDC system with hybrid and

conventional controller for various cases are analyzed and compared. Furthermore,

the FRT capability is examined by applying the symmetrical and unsymmetrical
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faults at grid end. The WVSC side controller is operated to maintain the AC volt-

age. The GVSC side controller is operated to maintain the stable DC-link voltage

and control grid reactive power to minimum value. For LLLG fault case, (a) the

grid active power of the hybrid controlller is restored to a pre-fault value within 0.7s

and PI controller took 1.4s, (b) the grid reactive power is stablized at -0.01pu value

within 0.2s for both PI and hybrid controllers, and (c) the DC-link voltage response

of hybrid controller stabilized at 1pu value within 0.92s and PI controller took 1.15s.

For LG fault case, (a) the grid active power of the hybrid controlller is restored to

a pre-fault value within 0.65s and PI controller took 1s, (b) the grid reactive power

is stablized at -0.01pu value within 0.2s for both PI and hybrid controllers, and (c)

the DC-link voltage response of hybrid controller stabilized at 1pu value within 0.93s

and PI controller took 1.15s. The proposed controller is takes less time to reach the

pre-fault value of grid active power and DC-link voltage compared to the conventional

controller. The system stability is analyzed with the help of the eigenvalue plots for

the parameter uncertainty which includes a variation of the AC filter capacitance and

system frequency values. Additionally, the Nyquist plot and eigenvalue analysis are

used to observe the controller stability. With reference to time domain specifications

of the designed controller in terms of settling and rise time, SMC based controllers

have taken less settling time compared to conventional controller this is verified by

analyzing the step response of the controllers. Finally, it is concluded that the VSC-

HVDC system with the proposed hybrid controller is stable and shown better the

FRT capability compared to conventional PI controller under a fault condition.

In chapter 5, a hybrid controller approach based on a PI-SMC approach for the

multi-terminal VSC-HVDC system is proposed. The hybrid controller is modelled for

WVSC to control the AC voltage and GVSC to regulate the DC voltage and reactive

power. The responses of the conventional controller approach (outer and inner are

based on PI) and hybrid controller approach (outer is SMC-based and inner is PI-

based) are observed and compared. The mathematical modelling, dynamic modelling

and state-space model of the multi-terminal VSC-HVDC system are discussed. Fur-

ther, the FRT capability of the multi-terminal VSC-HVDC system is examined under

the symmetrical fault and unsymmetrical fault conditions. For LLLG fault case, (a)

the grid active power of the hybrid controlller is restored to a pre-fault value within

0.52s and PI controller took 1s, (b) the grid reactive power is stablized at -0.01pu

value within 0.15s for both PI and hybrid controllers, and (c) the DC-link voltage
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response of hybrid controller stabilized at 1pu value within 0.9s and PI controller

took 1.15s. For LG fault case, (a) the grid active power of the hybrid controlller is

restored to a pre-fault value within 0.43s and PI controller took 0.62s, (b) the grid

reactive power is stablized at -0.01pu value within 0.15s for both PI and hybrid con-

trollers, and (c) the DC-link voltage response of hybrid controller stabilized at 1pu

value within 0.75s and PI controller took 1.15s. The hybrid controller has shown

better responses such as AC voltage maintained at unity, DC-link voltage is regu-

lated to 1 pu, and grid reactive power is controlled to a minimum value. The hybrid

controller responses took less time compared to a conventional controller. With re-

gard to time domain specifications of the designed controller in terms of settling and

rise time, SMC based controllers took less settling time compared to a conventional

controller. The proposed controller is operated to reach the pre-fault values of grid

active power and DC-link voltage within less time as related to the conventional con-

troller. The system stability is analyzed with the help of the eigenvalue plots for the

parameter uncertainty which includes a variation of the AC filter capacitance and

system frequency values. Finally, it is concluded that the multi-terminal VSC-HVDC

system with the proposed hybrid controller is stable and capable of handling the FRT

capability better compared to conventional PI controller under a fault condition.

6.2 Contributions

The main contributions of the thesis is as follows,

• ACO-TSP and FA-TSP approaches are proposed to design an optimal electrical

collector system for small offshore wind farms.

• ACO-MTSP and FA-MTSP approaches are proposed to design an optimal elec-

trical collector system for small and large offshore wind farms.

• Combination of sliding mode control and PI control based hybrid controller is

proposed for a grid-integrated offshore wind farm with VSC-HVDC transmission

system. Dynamic model, linearized state-space model are developed. Small

signal stability analysis for the VSC-HVDC system is carried out.

• Combination of sliding mode control and PI control based hybrid controller

is proposed for grid-integrated multiple offshore wind farms with the multi-
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terminal VSC-HVDC transmission system. Dynamic model, linearized state-

space model are developed. Small signal stability analysis for the VSC-HVDC

system is carried out.

6.3 Future scope

The future scope of the thesis is as follows,

• The proposed optimization approach can be applied to design the optimal elec-

trical collector system for (a) irregular shaped OSWF with consideration of

the restricted area, (b) irregular shaped OSWF without consideration of the re-

stricted area, and (c) regular shaped OSWF with consideration of the restricted

area.

• The proposed hybrid control scheme can be used to design the robust con-

troller for (a) grid-integrated OSWF with the CSC-HVDC transmission system

and (b) grid-integrated multiple OSWFs with the multi-terminal CSC-HVDC

transmission system.

• A robust controller can be designed based on the SMC technique for grid-

integrated OSWF with VSC-HVDC and CSC-HVDC transmission system.
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Appendix A

MATLAB CODE FOR

PROPOSED OPTIMIZATION

APPROACHES

A.1 ACO-MTSP

%%%%%%%% Radial model optimal design of wind farm %%%%%%%%%%%

clc

clear all

tic

Nwt=11;

ABwt=importdata(’AB.txt’)

Awt=ABwt(1:Nwt,1)’;

Bwt=ABwt(1:Nwt,2)’;

Nat=Nwt;

% wind turbines are located at point (Awt,Bwt) distance between wind turbines

T=zeros(Nwt,Nwt);

NEwt=0;

dd=[0 0];

OPTDf=zeros(3,Nwt+1);

OPTD=RADIALnew(Nwt,Nat,Awt,Bwt,T,NEwt,dd);

OPTDf(1,:)=OPTD;
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

Awt=ABwt(Nwt+1:2*Nwt,1)’;

Bwt=ABwt(Nwt+1:2*Nwt,2)’;

T=zeros(Nwt,Nwt);

NEwt=0;

dd=[0 0];

OPTD=RADIALnew(Nwt,Nat,Awt,Bwt,T,NEwt,dd);

OPTDf(2,:)=OPTD;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

Awt=ABwt(2*Nwt+1:3*Nwt,1)’;

Bwt=ABwt(2*Nwt+1:3*Nwt,2)’;

T=zeros(Nwt,Nwt);

NEwt=0;

dd=[0 0];

OPTD=RADIALnew(Nwt,Nat,Awt,Bwt,T,NEwt,dd);

OPTDf(3,:)=OPTD

t1=toc

A.1.1 Function-RADIALnew

function [ OPTD ] = RADIALnew(Nwt,Nat,T,Awt,Bwt,NEwt,dd)

y=zeros(3,Nwt+1);

for ii=1:3 %%%%%%% to get optimal

dwt=zeros(Nwt,Nwt)

for ic=1:Nwt

for id=1:Nwt

dwt(ic,id)=sqrt((Awt(ic)-Awt(id))^2+(Bwt(ic)-Bwt(id))^2);

end % id

end % ic

V=1./dwt; % visibility(V) equals inverse of distance

PHro=1*ones(Nwt,Nwt); % initialized pheromones between wind turbines

ITmax=100; % max number of iterations

a=2;

b=6;

rr=0.5;
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Q=sum(1./(1:8));

dbt=9999999;

e=5;

err=0.1; %% intial error

D1=500; %% intial value

Di=ones(1,10000)*500;

t=0;

while err>1e-2 %%%%%error condition

for ic=1:Nat

T(ic,:)=randperm(Nwt);

end % ic

k=1

for IT=1:ITmax

% find the wind turbine tour for each ant

% Swt is the current wind turbine

% Tour next contains the remaining wind turbines to be visited

for ia=1:Nat

for iq=2:Nwt-1[iq T(ia,:)]

Swt=T(ia,iq-1);

Tnext=T(ia,iq:Nwt);

P=((PHro(Swt,Tnext).^a).*(V(Swt,Tnext).^b))

./sum((PHro(Swt,Tnext).^a).*(V(Swt,Tnext).^b)); % P probability

Rwt=rand; % Rwt random wind turbines

for iz=1:length(P)

if Rwt<sum(P(1:iz))

NEwt=iq-1+iz; % NEWwt next wind turbine to be visited

break

end % if

end % iz

Ttemp=T(ia,NEwt); %Temporary tours puts the new wind turbine

% selected next in line

T(ia,NEwt)=T(ia,iq);

T(ia,iq)=Ttemp;

end % iq
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end % ia

% calculate the length of each tour and pheromone distribution

PHtp=zeros(Nwt,Nwt);

for ic=1:Nat

d(ic,1)=0;

for id=1:Nwt-1

d(ic,1)=d(ic)+dwt(T(ic,id),T(ic,id+1));

PHtp(T(ic,id),T(ic,id+1))=Q/d(ic,1);

end % id

end % ic

[dmin,ind]=min(d);

if dmin<dbt

dbt=dmin;

end % if

% pheromone for elite path

PH=zeros(Nwt,Nwt);

for id=1:Nwt-1

PH(T(ind,id),T(ind,id+1))=Q/dbt;

end % id

% update pheromone trails

PHro=(1-rr)*PHro+PHtp+e*PH;

dd(IT,:)=[dbt dmin];

[IT dmin dbt];

[dm ind1]=min(d);

x(k,1:(Nwt+1))=[T(ind1,:) d(ind1)];

k=k+1;

end %it

D=min(x(:,(Nwt+1)));

t=t+1;

Di(1,t)=D;

err=abs(D1-D)

D1=min(Di);

end

[dmf ind2]=(min(x(:,(Nwt+1))));% dmf final minimum distance of tour
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disp(’optimal Tour and Distance’)

y(ii,:)=x(ind2,:);

end

[dmfi ind3]=(min(y(:,(Nwt+1))));

OPTD=y(ind3,:)

end

A.2 FA-MTSP

clear all

clc

tic

Nwt=11; % number of wind turbines

ABwt=importdata(’AB.txt’)

Awt=ABwt(1:Nwt,1)’;

Bwt=ABwt(1:Nwt,2)’;

Nat=Nwt;

N=Nwt;

T=zeros(Nwt,Nwt);

NEwt=0;

dd=[0 0];

OPTDf=zeros(3,Nwt+1);

OPTD=RADIALfanew(N,Awt,Bwt,NEwt,dd);

OPTDf(1,:)=OPTD;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

Awt=ABwt(Nwt+1:2*Nwt,1)’;

Bwt=ABwt(Nwt+1:2*Nwt,2)’;

T=zeros(Nwt,Nwt);

NEwt=0;

dd=[0 0];

OPTD=RADIALfanew(N,Awt,Bwt,NEwt,dd);

OPTDf(2,:)=OPTD;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

Awt=ABwt(2*Nwt+1:3*Nwt,1)’;
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Bwt=ABwt(2*Nwt+1:3*Nwt,2)’;

T=zeros(Nwt,Nwt);

NEwt=0;

dd=[0 0];

OPTD=RADIALfanew(N,Awt,Bwt,NEwt,dd);

OPTDf(3,:)=OPTD

t1=toc

A.2.1 Function-RADIALfanew

function [ OPTD ] = RADIALfanew(N,Awt,Bwt,NEwt,dd)

y=zeros(10,N+1);

for ii=1:10 %%%%%%% to get optimal

f=vectorize(’sqrt(Awt^2 + Bwt^2)’);

alpha=0.2; % Randomness 0--1 (highly random)

gamma=1.0; % Absorption coefficient

delta=0.97; % Randomness reduction (similar to an annealing schedule)

dbt=100000;

z=zeros(size(Awt));

for i=1:N

z(i)=sqrt(Awt(i)^2 + Bwt(i)^2);

end

% Ranking the fireflies by their light intensity

[lightn,Ind]=sort(z);

for ic=1:N

for id=1:N

dwt(ic,id)=sqrt((Awt(ic)-Awt(id))^2+(Bwt(ic)-Bwt(id))^2);

end % id

end % ic

err=0.1; %% intial error

D1=500; %% intial value

Di=ones(1,10000)*500;

t=0;

while err>1e-5 %%%%%error condition

% tours(T) Initialization
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T= zeros(N);

for ic=1:N

T(ic,:)=randperm(N);

end

%%%%%%%%%%%%%%change for ring to radial%%%%%%%%%%%%%%%%%%%%%%%%%%%

%T(:,N+1)=T(:,1); % tour ends on wind turbine it starts with

ITmax=100;

k=1;

for IT=1:ITmax

for ia=1:N

Ts=T(ia,:);

for iq=2:N-1

Swt=T(ia,iq-1);

Tnext=T(ia,iq:N);

%%%%%%%%%%%%%%%%%

% The attractiveness parameter beta=exp(-gamma*r)

r=dwt(Swt,Tnext);

beta0=1;

beta=beta0*exp(-gamma*r.^2);

[r1 ind]=sort(r);

[b1 ind2]=sort(beta,’descend’);

Tt=Tnext(ind(1));

if Tnext(ind(1))== Tnext(ind2(1)) % Brighter and more attractive

[row,col]=find(Ts==Tt);

NEwt=col;

end

Ttemp=T(ia,NEwt);

%Temporary tours puts the new wind turbine selected next in line

T(ia,NEwt)=T(ia,iq);

T(ia,iq)=Ttemp;

end % iq

end % ia

% calculate the length of each tour and pheromone distribution

for ic=1:N
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d(ic,1)=0;

%%%%%%%%%%%%%%change for ring (N)to radial (N-1)%%%%%%%%%%%%%%%%%%%%%%%%%%%

for id=1:N-1

d(ic,1)=d(ic)+dwt(T(ic,id),T(ic,id+1));

end % id

end % ic

[dmin,ind]=min(d);

%%%%%%%%%%%%%%%%%%%%%%%%%

if dmin<dbt

dbt=dmin;

end

%%%%%%%%%%%%%%%%%%%%%%%%%

dd(IT,:)=[dbt dmin];

[IT dmin dbt];

[dm ind1]=min(d);

%%%%%%%%%%%%%%change for ring (N+2)to radial (N+1)%%%%%%%%%%%%%%%%%%%%%%%%%%%

x1(k,1:(N+1))=[T(ind1,:) d(ind1)];

k=k+1;

end %it

%%%%%%%%%%%%%%change for ring (N+2)to radial (N+1)%%%%%%%%%%%%%%%%%%%%%%%%%%%

D=min(x1(:,(N+1)));

t=t+1;

Di(1,t)=D;

err=abs(D1-D);

D1=min(Di);

end

%%%%%%%%%%%%%%change for ring (N+2)to radial (N+1)%%%%%%%%%%%%%%%%%%%%%%%%%%%

[dmf ind3]=(min(x1(:,(N+1))));% dmf final minimum distance of tour

disp(’optimal Tour and Distance’)

y(ii,:)=x1(ind3,:);

end

[dmfi ind4]=(min(y(:,(N+1))));

OPTD=y(ind4,:)

end
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Appendix B
B.1 Clarke and Park transformation

The Clarke and park transformation convert the three-phase ac quantities to two-

phase dq quantities. The system control with two-phase quantities is easier than

the three-phase ac quantities. So, the dq frame equations reduce the complexity of

system control. The phase transformation from abc frame to αβ frame of reference is

by Clarke transformation as given in (B.1). Clarke transformation matrix is given in

(B.2).

Yαβ = Yα + jYβ = k[Ya + Ybe
−j 2π

3 + Yce
−j 4π

3 ] (B.1)

[
Yα

Yβ

]
= k

[
1 −1

2
−1
2

0
√
3
2

−
√
3

2

]YaYb
Yc

 (B.2)

Where constant k value is 2/3. The Park transformation is used to convert αβ frame

to dq frame with a phase shift of angle θ and Park transformation matrix is shown

in (B.3). [
Yd

Yq

]
=

[
cos θ sin θ

− sin θ cos θ

][
Yα

Yβ

]
(B.3)

B.2 State-space equations for the generalized sys-

tem transfer function

The generalized transfer function of the system is given in (B.4).

y(s)

u(s)
=

(b0s
n + b1s

n−1 + .....+ bn−1s+ bn)

(a0sn + a1sn−1 + .....+ an−1s+ an)
(B.4)
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Multiply the nominator and denominator terms of (B.6) with s−n, to ensure that all

differential operators have been eliminated and it is stated in (B.5)

y(s)

u(s)
=

(b0 + b1s
−1 + .....+ bn−1s

−(n−1) + bns
−n)

(a0 + a1s−1 + .....+ an−1s−(n−1) + ans−n)
(B.5)

Adjust the (B.5) to get state vector equation x(s)with respect to input vector u(s)

and it is shown in (B.6).

y(s)

x(s)
∗x(s)

u(s)
=

(b0 + b1s
−1 + .....+ bn−1s

−(n−1) + bns
−n)

1
∗ 1

(a0 + a1s−1 + .....+ an−1s−(n−1) + ans−n)
(B.6)

The x(s)
u(s)

equation formed from (B.6) and it is given in(B.7).

x(s)

u(s)
=

1

(a0 + a1s−1 + .....+ an−1s−(n−1) + ans−n)

1

a0
∗ u(s) = x(s) ∗ (1 +

a1
a0
s−1 + .....+

an−1
a0

s−(n−1) +
an
a0
s−n)

(B.7)

The inverse Laplace transformation is applied to (B.7) and convert s-term function

to t-term function. The state-space equations in matrix form is shown in (B.8) and

system matrix A and input matrix B are shown in (B.8).

ẋ(t)︷ ︸︸ ︷

ẋ1

ẋ2

.

.

.

ẋn


=

A︷ ︸︸ ︷

0 1 ..... 0

0 0 ..... 0

. . ..... .

. . ..... .

. . ..... .

0 0 ..... 1
−an
a0

−an−1

a0
..... −a1

a0



x(t)︷ ︸︸ ︷

x1

x2

.

.

.

xn


+

B︷ ︸︸ ︷

0

0

.

.

.
1
a0


u(t) (B.8)
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