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Abstract

Turbo equalizers have been shown to be Successful
in mitigating the effects of inter-symbol interfevence
introduced by partial response modems and by
dispersive channels for code rates of R =1/2. We
analyze the performance of iterative equalization and
decoding (IED) using an M-BCJR equalizer. We use
bit ervor rate (BER), frame error rate simulations
and extrinsic information transfer (EXIT) charts to
study and compare the performances of M-BCJR and
BCJUR equalizers on precoded and wnon-precoded
channels. Using EXIT charts, the achievable channel
capacities with [ED using the BCJR, M-BCJR and
MMSE LE equalizers are also compared. We predict
the BER performance of IED using the M-BCJR
equalizer from EXIT charts and explain the
discrepancy between the observed and predicted
performances by showing that the extrinsic owputs of
the M-BCJIR algorithm are not true logarithmic-
likelihvod ratios (LLR's). We show that the true
LLR’s can be estimated If the conditional
distributions of the extrinsic oulputs are known and
finally we design a practical estimator for computing
the true LLR's from the extrinsic outputs of the M-
BCJR equalizer.

Keywords: Egualizer, ISI, EXIT, LLR's, extrinsic,
intrinsic, apriovi, aposteri.

1. Introduction

Turbo equalization (TEQ) [1] was proposed
by Douillard et o/ in 1995 for a rate R=1/2
convolutional-coded  binary phase-shift  keying
(BPSK) system. Specifically, Douillard er al
demonstrated that the turbo equalizer was capable of
mitigating the effccts of inter-symbal interference
(IST), provided that the channel impulse response
(CIR) was known. Here the performance
irnprovements were cbtained by performing the
channel equalization and channel decoding
iteratively. Gertsman and Lodge {2] then showed that
the turbo principle could
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compensate for the performance degradations due
to imperfect CIR estimation. Different iteration
termination criteria (3], such as cross-

entropy minimization [4], were also investigated
in order to minimize the number of iterations
carried out by the fwbo equalizer. A turbo
equalizal 14

tion scheme was proposed by Bauch and Franz [5]
for the global system for mobile communications
{GSM) where different approaches of uvercoming
the dispersion of the so-called @ priori
information due to the interburst interleaving
scheme were investigated. Research into
combined R=1/3 convolutional turbo coding and
iterative channel equalization has also heen
conducted by Raphaeli and Zarai [8]. Their resuits
showed that for BPSK systems transmitting over
nonrecursive channels the turbo equalizer using
turbo codes outperformed the turbo equalizer
utilizing convolutional codes. In the context of
recursive channels, such as precoded magnetic
storage media [9], the same trend was observed n
the “floor” region of the bit-error rate (BER)
curve. However, in the “cliff” region, the opposite
trend was observed, where the turbo equalizer
employing convolutional codes outperformed the
turbo equalizer using turbo codes. With the ever-
increasing demand for bandwidth, current systems
aim to increase the spectral efficiency by invoking
high-rate codes. This has been the motivation for
research into block-turbo codes, which have been
shown by Hagenauver et al to outperform
convolutional turbo codes using punctured high-
rate convolutional component codes, when the
coding rate is higher than R=2%/3 . It was also
observed that a rate L=1024 block turbo code
using BPSK over the nondispersive Gaussian
channel can operate within 0.27 dB of the
Shannen limit [11]. Another method of generating
high-rate turbo codes have been proposed by
Agikel and Ryan, whereby a rate R= 1/3 turbo
code consisting of two R=1/2 convolutional codes
is punctured. These high-rate turbo codes have
been shown to perform better than the turbo codes
proposed by Hagenauer et al [10]. The
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puncturing patterns were optimized for transmission
over the nondispersive additive white Gaussian noise
{AWGN) channel.

In this contribution, our objective is to
investigate the performance of BPSK twrbo
equalizers employing different classes of high-rate
codes, namely R=3/4 and R=5/6 convolutional codes,
convolutional turbo codes, and block—turbo codes.
This is because known turbo equalization results have
only been presented for turbo equalizers using
convolutional codes and convolutional turbo codes
for code rates of R=1/3 and R=1/2 {1].

2. TURBO EQUALIZER

2.1 Principle of Turboe equalizer

Turbo equalizer is based on the principle of
iterative decoding applied Turbo equalizer to
SCCC’s. The equalizer computes the aposteriori
probabilities (APP’s),PCx = x|z, 2, .. ., 2x), x. € X, k
=1,2,... K, given K received symbols z,, k=1, 2, ..
.,k and outputs the extrinsic LLR’s, L'(x,), k=1, 2, .
.. ,K defined as the a posteriori LLR minus the a
priori LLR. The superscript [ refer to the inner SISO
module viz., the equalizer.

Ple,=+1/2,2,,..,2,) )_M(P(.\“,=+ l)) 2.1
Pee=—172,2,..,2,) Ple,=-1)

The a priori LLR, Lix}), k=1, 2 ... K
represents the a priori information about the
probability that x, . €X, k=1, 2, ... K assumes a
particular value. The APP decoder provides them. in
the first equalization step, the a priori information,
L{x), k=1,2, ... Kisnot available and all values
are assumed to be equally probable Le., L{x) =0, 7.
k. The a priori information for the decoder is
obtained by deinterleaving the output extrinsic LLR’s
of the equalizer, L{c,)=IT (L’ (x,}). Similar to the
equalizer, the decoder also computes the APP’s Plc,
= c|L{c)), Lica), . . .. L(ck), ce.{0, 1} given the K
code bit LLR’s L{ey), k=1, 2, ... K and outputs the
extrinsic LLR’s, L%¢), k=1, 2, .. . K defined as the
output LLR minus the a priori LLR. The supetscipt
O refers to the outer decoder.

Ly =i

Pegatl/ Loy Liego by (Pleg=+] (2.2}
Lexy Jn(r_*i—Ldv 2 L) _,,,( 1,)_+))

Piey=—1 /L(e), L(ey o Licg)] Peg=—1)
% i 18] AP
Tamalizer Ere- iz et [prean
I [T —
L g

Fig. 1 Receiver model for Turbo equalizer
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The extrinsic LLR’s of the decoder are interleaved
to obtain the intrinsic information for the
equalizer i.e., L{x)=TKLcy) £=1.2,. .., K.
The decoder also outpiits estimates of the data bits

as

= AT MAX (P, = b/ L) (e L] 27

b0
This process is repeated several times over a
block of received symbols. The BCJR algorithm
and its M-variant as used in Turbo equalizer are
described in next paragraph.

3. SISO Module Based on the BCJR
Algorithm.

In our description of the BCIR
algorithm, we assume that the encoder trellis is
time-invariant, This is a valid assumption because
we are dealing with the timeinvariant trellises of
the DTTF and convolutional codes in TED. For
notation, we use the trellis section of the encoder
trellis shown in Figure 2. The symbol e denotes a

trellis edge starting from state 5,2 and ending at

state §5. w, and c, are the respective information

and the code symbols associated with the edge e.
The SISO module can operate at bir level
or symbol level. Quite often, the interlcaver
operates at bir level for improved performance.
This necessitates the transformation of symbol
LLR’s into bit LLR’s and vice versa if the SISO
module is implemented at the symbof level. Here,
we describe the symbol level SISO module.
3.1 The Input-Output Relationships of the
SISO Module

Assume that the information and code
symbaols are defined over a finite time index set
[1,2,... K] Let the operator

J
[Ogj(aj) = log Z}:e‘f’ 3.1
A=

From the input LLR’s, 2 k(u)and A’ k(c),
k=1,2,.. K, the output extrinsic LLR’s,

A%k} and A°k(c) (o), k=1,2,.. Kare

calculated as

N (3.2)
2ie)=legJo g{ak_ (52 e+ k(Seﬁ)}
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The LLR’s calculated according to (3.2) and (3.3}
arc termed extrinsic due to the fact that the

computation of A ; (/) does not depend on the

corresponding input LLR ii {7) and so it can be

considered as an update

32 8IS0

The quantities o, (-) and g, (-) in (3.2) and (3.3) are
obtained through forward

and backward recursions, respectively, as

log a1+ 43 (e 41(6.)]
e~ Y Ny
iog{ log {:q._,(.guﬁ Ab(m)ea i(c,)]
5 s s

Fig. 2 Encoder trellis section defining notation for
description of the SISO algorithm  of the input
LLR based on the code constraints and the
information provided by all homologous symbols in
the sequence except the one corresponding to the
same symbol interval,

(3.5)

g [ (a, "1 (% 2hate)
Bg=| _
fors e (rept %l 4+ Auted)

LK

with initial values «,(8)= 0, s=S0

-0, otherwise

g:.(8)= 0, =S,

-00, otherwise
assuming that the encoder starts and ends in state 0. If
the encoder ends in an
unknown state, the initial values for the backward
recursion are chesen as

()= o (8)eviens Vs

The denominaters in (3.4) and (3.5) are normalization
terms which help avoid numerical problems arising

out of finite precision. The logoperator may be
simplified

Io_g(a; = mflx(aj)+5( ay,0,,..,a;) (3.6)
4
where (ay, a3, . . ., a;) is a correction term that can

be computed recursively using a single-entry lookup
table. This simplification significantly decreases the

computational complexity of the BCJR algorithm
at the expense of slight performance degradation.

3.3 Inter-conversion hetween symbol and bit
Level LLR’s

Inter-conversion  operations  between
symbol and bit Level LLR’s are necessitated by
the presence of a bit-interleaver. These operations
assume that the bits forming a symbol are
independent. Suppose n = [u], w2, . . ., um] is a
symbel formed by m bits. The extrinsic LLR ; of
the / the bit u; within the symbol u is obtained as
A5(w)= "135 [}L{u)*l‘(u)] ,”lfignu(u]+i’(u)]_ﬂj[u) 3.7}
Conversely, the extrinsic LLR of the symbol u is
cbtained from the extrinsic LLR’s of its
compenent bits «; as

Al z A (3.8)
-l

4. M-BCJR Algorithm

The M-BCIR algorithm is a reduced-
complexity variant of the BCIR  algorithm and

is based on the M-algorithm, a reduced-search
trellis decoder. The reduction in complexity is
achteved by retaining only the M-best paths in the
forward recursion at each time instant, In the
calculation of &, through forward recursion on o
1, only the M largest components are used; the rest
of them are set to an LLR of -ooand the
corresponding states are thus declared dead. The
backward recursion is executed only forward
recursion. In Figure 3, we show an example of M-
BCJR computation pattern for A= 2.

Fig. 3 ldealized computation pafttern
in the M-BCJR algorithm on an 8-state trellis.
A line connecting two nodes indicates that the
left node was used to compute the right node
and that right node survived the reduction
process
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4.1 Performance analysis of M-BCJR
Equalizer.

The performance of the M-BCIR egualizer
is studied and contrasted with that of the BCIR
equalizer on a variety of [SI channels (precoded and
non-preceded) with the help of BER and FER
simulations and EXIT charts. The ISI channels are
modeled as convelutional codes (DTTF’s). In all our
simulations, the channel is assumed to be static and
its coefficients f,, m=0, 1, ..., L - 1 where L is the
length of the channel impulse response, are perfectly
known. Each of the channel coefficients has a power
and is

pa=|f2 m=01..I1-1

normalized such that the total power

=
> p.=1
m @

We shall represent an ISI channel by its coefficients
[fo. fir - . .. fi1]- We also investigate the performance
of the M-BCJR equalizer on precoded channels
because precoding improves the asymptotic
performance of SCCC’s. Precoding is achieved by
appropriately processing the interleaved bits stream
prior to passing it through the DTTF.

4.2 Performance of the M-BCJR Equalizer

The BER and FER curves of the =8 BCIR
algorithm are almost overlapping with those of the
full BCIR which operates on the whole |6-state
trellis. When M=4 is used, the loss in performance is
only 0.05 dB at a BER of 10™ For M=3, the loss is
0.25 dB ata BER of
10, For M=2, the IED algorithm fails to evolve and
does not provide any improvement in performance
with iterations. As can be seen from these results for
the above channel, we may use the AM=4 BCIR
equalizer with virtually no performance degradation
or the M=3 BCIR equalizer with a very small loss in
performance. This is an interesting result and
suggests that the complexity of the BCJR equalizer
can be reduced considerably without sacrificing its
performance.

In the remainder of this section, we present a
few more simulation results to show that the A-BCIR
equalizer delivers similar performance on a majority
of ISI channels, if not all of them. We present
simulation results in based on EXIT charts which
demonstrate that the AM-BCIR equalizer suffers
negligible losses on practically every ISI channel
even for very small values of M, In Figure 6, we
present the BER simulation results over 6 iterations
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for the unprecoded [0.5, 0.5, 0.5, 0.5] channel
using the full BCJR and M=3 BCJR equalizers.
An information block length of L=204% was used.
The full BCJR equalizer operates on the whole
trellis consisting of 8 states at each time instant.
From the plots, we observe that the performance
of the M=3 BCJR cqualizer is almost
indistinguishable from that of the full BCIR
equalizer in the region of BER=10" at reasonably
high E/N,. The performance of the AM=3 BCIR
equalizer is relatively worse at low E,/N,. The
performance of the turbo equalizer saturates at a
BER of 107 and does not improve significantly
even at very high £&/No. Such an early error floor
is fypical of SCC’s in which the inner code is non-
recursive . It can be avoided by precoding the
channel. The BER and FER simulation results for
the precoded [0.5, 0.5, 0.5, 0.5] channel using the
full BCIR, M=5 and M=3 BCIR equalizers are
plotted in Figure $. In comparison with the non-
precoded channel, the M-BCJR equalizer suffers
significant losses in the precoded case. The
performance of the M=3 BCJR equalizer is
approximately 0.25 dB worse than the BCIR
algorithm at a BER of 10*. However, this
difference diminishes as we progress toward
smaller BER’s. For M=3 BCIR, the IED hardly
yields any improvement in the BER performance
with increasing number of iterations. This is in
stark contrast with its performance on the non-
precoded channel. It is also interesting to note that
although the asymptotic performance on
increasing the number of iterations is not of much
help in the low regions of SNR. The precoded
channels is better at high E,/WV,, the non-precoded
channels offer better performance during the first
few iterations.

o Plot of BER wve SNR. L=2045.10 erations,
Y T

—
w0 \ ;

N
SN

p——— AN
. ——  M=3 \ i
0’ —_— M4
—— =8
—»—  M=16 \‘\'—‘--..;

"
26 28 a 32 3.4 a8 3.8 4
Signal 1o Noise Ratio (dB)

Figd BER & FER: Non-precoded
[+/0.45,10.25,40,15,40.10,40.05] , {1, 3],

This behavior is a result of the fact that the initial
reliability of a precoded channel i1s smaller than
that of a non-precoded channel. However, as the
iterations outperforms the non-precoded channel,
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Also, there are no signs of an error floor at a BER of

107 and thus the performance may improve
significantly as £,/V, increases. In the middle 1o high
regions of SNR, when the number of iterations
increases from 1 1o 8, the performance of the Turbo
decoder improves dramaiically. In other words, BER
decreases dramatically. This is due to the decoder 1
and decoder 2 share the information and make more
accurate decisions.

As the number of iteration increases, the performance
of the Turbo decoder improves. However, after the
number of iterations reaches a certain value, the
improvement is not significant. ft can be explained
that decoder 1 and 2 already have ecnough
information, further iterations do not give thern more
information. If the number iterations are increased
(Eg: #18) the SNR improvement is only 0.3dB but
the decoding delay is more. Hence we can use only 6
ierations.

5. Canclusion

The simulation results show that Turbo
code is a powerful error correcting coding technique
in low SNR environments. it has achieved near
Shannon capacity. However, there are many factors
to be considered in the Turbo code design. First, a
trade-off between the BER and the number of
iterations need to be made, e.g., more iterations lower
BER is obtained, but the decoding delay 1s increases.

Pict of BER 5 SNH. L=1024, =112

8it Emor Rate

2
Signal Lo Noise Ratio (d8)

Fig.5 Effect of number of iteration on Bit Error
Rate.

o Flat of BER vs SNR, L.w2048.M=16

Bit B Rale

2.5 E] 2.5 a 4.5 B
Signal 16 Naise Ralic (GB)

Fig. 6 Simulation results: 1.D precoded (0.5,
0.5,0.5, 0.5{, 1, 23/35 ],

Secondly, the effect of the frame size on the BER
also needs to be considered. Although the Turbo
code with larger frame size has better
performance, the output delay is longer. Thirdly,
the code rate is another factor that needs to be
considered. The higher coding rate needs more
bandwidth. From the simulation results, it is
observed that the drawback of the Turbo code is
its complexity and also the decoding time.
Simulation resuits showed that the M-BCIR
algorithm suffers significant losses in the case of
simple convolutional decoders. This contrasting
behavior of the M-BCIR algorithm in the cases of
18] channels and convolutional codes has been
explained, It can be attributed to the metrics
computed during the forward and backward
recursions. The M-BCIR equalizer has much
larger variance than in the case of a convolutional
code. The larger variance of the metrics in the M-
BCIR equalizer makes the algorithm less sensitive
to the paths discarded.
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